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Preface

Since 2000, the Conference and Labs of the Evaluation Forum (CLEF) has played a
leading role in stimulating research and innovation in the domain of multimodal and
multilingual information access. Initially founded as the Cross-Language Evaluation
Forum and running in conjunction with the European Conference on Digital Libraries
(ECDL/TPDL), CLEF became a standalone event in 2010 combining a peer-reviewed
conference with a multi-track evaluation forum. The combination of the scientific pro-
gram and the track-based evaluations at the CLEF conference creates a unique platform
to explore information access from different perspectives, in any modality and language.

The CLEF conference has a clear focus on experimental information retrieval (IR)
as seen in evaluation forums (like the CLEF Labs, TREC, NTCIR, FIRE, MediaE-
val, RomIP, TAC) with special attention to the challenges of multimodality, multilin-
guality, and interactive search, ranging from unstructured to semi-structured and struc-
tured data. The CLEF conference invites submissions on new insights demonstrated by
the use of innovative IR evaluation tasks or in the analysis of IR test collections and
evaluation measures, as well as on concrete proposals to push the boundaries of the
Cranfield/TREC/CLEF paradigm.

CLEF 20241 was organized by the University of Grenoble Alpes, Grenoble, France,
from 9 to 12 September 2024. CLEF 2024 was the 15th year of the CLEF Conference
and the 25th year of the CLEF initiative as a forum for IR Evaluation, so it marked an
important anniversary for CLEF. The conference format remained the same as in past
years and consisted of keynotes, contributed papers, lab sessions, and poster sessions,
including reports from other benchmarking initiatives from around the world. All ses-
sions were organized in presence but also allowing for remote participation for those
who were not able to attend physically. The CLEF 25th anniversary paper, a kind of una
tantum paper to celebrate the event, was reviewed by one of the Program Chairs. As
usual, the lab overview papers were reviewed by the Lab Chairs.

CLEF 2024 continued the initiative introduced in the 2019 edition, during which the
European Conference on Information Retrieval (ECIR) and CLEF joined forces: ECIR
20232 hosted a special session dedicated to CLEF Labs where lab organizers presented
the major outcomes of their Labs and their plans for ongoing activities, followed by
a poster session to favour discussion during the conference. This was reflected in the
ECIR 2024 proceedings, where CLEF Lab activities and results were reported as short
papers. The goal was not only to engage the ECIR community in CLEF activities but also
to disseminate the research results achieved during CLEF evaluation cycles as papers
submitted to ECIR.

The following scholars were invited to give a keynote talk at CLEF 2024: Paula
Carvalho (INESC-ID, Lisboa, Portugal) and Aurélie Névéol (Université Paris-Saclay,
LISN, CNRS, France).

1 https://clef2024.clef-initiative.eu/
2 https://ecir2024.org/

https://clef2024.clef-initiative.eu/
https://ecir2024.org/


vi Preface

CLEF 2024 received a total of 25 scientific submissions, of which a total of 11
papers (7 long, 3 short & 1 position) were accepted. Each submission was reviewed
in double-blind fashion by at least two program committee members, and the program
chairs oversaw the reviewing and follow-up discussions. Several papers were a product
of international collaboration. This year, researchers addressed the following important
challenges in the community: factual reporting and political bias; sexism, discrimination,
andmisinformation; information retrieval and recommendation; information retrieval for
decision making; document sanitization for information release and retrieval; evaluation
dataset for knowledge acquisition; evaluation with gen-IR; medical entity linking; and
classification with large language models.

Like in previous editions, since 2015, CLEF 2024 continued inviting CLEF lab
organizers to nominate a “best of the labs” paper, among those submitted in the CLEF
2023 labs, that was reviewed as a full paper submission to the CLEF 2024 conference,
according to the same review criteria and PC. 6 full papers were accepted for this “best
of the labs” section.

The conference integrated a series of workshops presenting the results of lab-based
comparative evaluations. A total of 23 lab proposals were received and evaluated in peer
review based on their innovation potential and the quality of the resources created. The
14 selected labs represented scientific challenges based on new datasets and real-world
problems in multimodal and multilingual information access. These datasets provide
unique opportunities for scientists to explore collections, to develop solutions for these
problems, to receive feedback on the performance of their solutions, and to discuss the
challenges with peers at the workshops. In addition to these workshops, the labs reported
results of their year-long activities in overview talks and lab sessions. Overview papers
describing each of the labs are provided in this volume. The full details for each lab are
contained in a separate publication, the Working Notes3.

The 14 labs running as part of CLEF 2024 comprisedmainly labs that continued from
previous editions at CLEF (BioASQ, CheckThat!, eRisk, EXIST, iDPP, ImageCLEF,
JOKER, LifeCLEF, LongEval, PAN, SimpleText, and Touché) and new pilot/workshop
activities (ELOQUENT and qCLEF). In the following we give a few details for each of
the labs organized at CLEF 2024 (presented in alphabetical order):

BioASQ: Large-scale biomedical semantic indexing and question answering4

aimed to push the research frontier towards systems that use the diverse and voluminous
information available online to respond directly to the information needs of biomedi-
cal scientists. It offered the following tasks. Task 1 - b: Biomedical Semantic Question
Answering: benchmark datasets of biomedical questions, in English, along with gold
standard (reference) answers constructed by a team of biomedical experts. The partici-
pants had to respond with relevant articles, and snippets from designated resources, as
well as exact and “ideal” answers. Task 2 - Synergy: Question Answering for develop-
ing problems: biomedical experts posed unanswered questions for developing problems,
such as COVID-19, received the responses provided by the participating systems, and
provided feedback, together with updated questions in an iterative procedure that aimed

3 Faggioli, G., Ferro, N., Galuščáková, P., and García Seco de Herrera, A. editors (2024). CLEF
2024 Working Notes. CEUR Workshop Proceedings (CEUR-WS.org), ISSN 1613-0073.

4 http://www.bioasq.org/workshop2024

http://www.bioasq.org/workshop2024
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to facilitate the incremental understanding of developing problems in biomedicine and
public health. Task 3 - MultiCardioNER: Multiple clinical entity detection in multilin-
gual medical content: focused on the automatic detection and normalization of mentions
of four clinical entity types, namely diseases, symptoms, procedures, and medications,
in cardiology clinical case documents in Spanish, English, Italian, and Dutch. BioNNE:
Nested NER in Russian and English: dealt with nested named-entity recognition (NER)
in PubMed abstracts in Russian and English. The train/dev datasets included annotated
mentions of disorders, anatomical structures, chemicals, diagnostic procedures, and bio-
logical functions. Participants were encouraged to apply cross-language (Russian to
English) and cross-domain techniques.

CheckThat! Lab on Checkworthiness, Subjectivity, Persuasion, Roles, Author-
ities and Adversarial Robustness5provided a diverse collection of challenges to the
research community interested in developing technology to support and understand the
journalistic verification process. The tasks went from core verification tasks such as
assessing the check-worthiness of a text to understanding the strategies used to influ-
ence the audience and identifying the stance of relevant characters on questionable
affairs. It offered the following tasks. Task 1 - Check-worthiness estimation: asked to
assess whether a statement, sourced from either a tweet or a political debate, warrants
fact-checking. Task 2 - Subjectivity: given a sentence from a news article, it asks to
determine whether it is subjective or objective. Task 3 - Persuasion Techniques: given
a news article and a list of 23 persuasion techniques organized into a 2-tier taxonomy,
including logical fallacies and emotional manipulation techniques that might be used
to support flawed argumentation, it asked to identify the spans of texts in which each
technique occurs. Task 4 - Detecting hero, villain, and victim from memes: asked to
determine the roles of entities within memes, categorizing them as “hero”, “villain”,
“victim”, or “other” through a multi-class classification approach that considers the
systematic modelling of multimodal semiotics. Task 5 - Authority Evidence for Rumor
Verification: given a rumor expressed in a tweet and a set of authorities for that rumor,
it asked to retrieve up to 5 evidence tweets from the authorities’ timelines, and deter-
mine whether the rumor is supported, refuted, or unverifiable according to the evidence.
Task 6 - Robustness of Credibility Assessment with Adversarial Examples: the task was
realised in five domains: style-based news bias assessment (HN), propaganda detection
(PR), fact checking (FC), rumour detection (RD), and COVID-19 misinformation detec-
tion (C19). For each domain, the participants were provided with three victim models,
trained for the corresponding binary classification task, as well as a collection of 400 text
fragments. Their aim was to prepare adversarial examples which preserve the meaning
of the original examples, but were labelled differently by the classifiers.

ELOQUENT shared tasks for evaluation of generative language model qual-
ity6provided a set of tasks for evaluating the quality of generative language models. It
offered the following tasks. Task 1 - Topical competence: tested and verified a model’s
understanding of an application domain and specific topic of interest. Task 2 - Veracity
and hallucination: tested how the truthfulness or veracity of automatically generated
text can be assessed. Task 3 - Robustness: tested the capability of a model to handle input

5 http://checkthat.gitlab.io/
6 https://eloquent-lab.github.io/

http://checkthat.gitlab.io/
https://eloquent-lab.github.io/
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variation – e.g., dialectal, sociolectal, and cross-cultural – as represented by a set of
equivalent but non-identical varieties of input prompts. Task 4 - Voight Kampff : explored
whether automatically generated text can be distinguished from human-authored text.
This task was organized in collaboration with the PAN lab at CLEF.

eRisk: Early Risk Prediction on the Internet7explored the evaluation methodol-
ogy, effectiveness metrics, and practical applications (particularly those related to health
and safety) of early risk detection on the Internet. It offered the following tasks. Task 1
- Search for symptoms of depression: consisted of ranking sentences from a collection
of user writings according to their relevance to a depression symptom. The participants
had to provide rankings for the 21 symptoms of depression from the BDI Questionnaire.
Task 2 - Early Detection of Signs of Anorexia: consisted in performing a task on early
risk detection of anorexia. The challenge consisted of sequentially processing pieces of
evidence to detect early traces of anorexia as soon as possible. Task 3 - Measuring the
severity of the signs of Eating Disorders: consisted of estimating the level of features
associated with a diagnosis of eating disorders from a thread of user submissions. For
each user, the participants were given a history of postings and the participants had to
fill in a standard eating disorder questionnaire.

EXIST: sEXism Identification in Social neTworks8aimed to capture and cate-
gorize sexism, from explicit misogyny to other subtle behaviours, in social networks.
Participants were asked to classify tweets in English and Spanish according to the type
of sexism they enclose and the intention of the persons that wrote the tweets. It offered
the following tasks. Task 1 - Sexism Identification in Tweets: was a binary classification.
The systems had to decide whether or not a given tweet contains sexist expressions
or behaviours (i.e., it is sexist itself, describes a sexist situation, or criticizes a sex-
ist behaviour). Task 2 - Source Intention in Tweets: aimed to categorize the message
according to the intention of the author, which provides insights in the role played by
social networks on the emission and dissemination of sexist messages. Task 3 - Sexism
Categorization in Tweets: many facets of a woman’s life may be the focus of sexist atti-
tudes including domestic and parenting roles, career opportunities, sexual image, and
life expectations, to name a few. Automatically detecting which of these facets of women
are being more frequently attacked in social networks will facilitate the development of
policies to fight against sexism. Task 4 - Sexism Identification in Memes: was a binary
classification task consisting of deciding whether or not a given meme is sexist. Task 5 -
Source Intention in Memes: aimed to categorize the meme according to the intention of
the author, which provides insights in the role played by social networks in the emission
and dissemination of sexist messages.

iDPP: Intelligent Disease Progression Prediction9Amyotrophic Lateral Sclerosis
(ALS) and Multiple Sclerosis (MS) are chronic diseases characterized by progressive
or alternate impairment of neurological functions (motor, sensory, visual, cognitive).
Patients have to manage alternating periods in hospital with care at home, experienc-
ing a constant uncertainty regarding the timing of the disease acute phases and facing
a considerable psychological and economic burden that also involves their caregivers.

7 https://erisk.irlab.org/
8 http://nlp.uned.es/exist2024/
9 https://brainteaser.health/open-evaluation-challenges/idpp-2024/

https://erisk.irlab.org/
http://nlp.uned.es/exist2024/
https://brainteaser.health/open-evaluation-challenges/idpp-2024/
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Clinicians, on the other hand, need tools able to support them in all the phases of the
patient treatment, to suggest personalized therapeutic decisions, and to indicate urgently
needed interventions. It offered the following tasks. Task 1 – Predicting ALSFRS-R score
from sensor data (ALS): focused on predicting the ALSFRS-R score (ALS Functional
Rating Scale - Revised), assigned by medical doctors roughly every three months, from
the sensor data collected via the app. The ALSFRS-R score is a somehow “subjective”
evaluation performed by amedical doctor and this task will help in answering a currently
open question in the research community, i.e., whether it could be derived from objective
factors. Task 2 – Predicting patient self-assessment score from sensor (ALS): focused on
predicting the self-assessment score assigned by patients from the sensor data collected
via the app. If the self-assessment performed by patients,more frequently than the assess-
ment performed by medical doctors every three months or so, can be reliably predicted
by sensor and app data, we can imagine a proactive application which, monitoring the
sensor data, alerts the patient if an assessment is needed. Task 3 – Predicting relapses
from EDDS sub-scores and environmental data (MS)): focused on predicting a relapse
using environmental data and EDSS (Expanded Disability Status Scale) sub-scores. This
task will allow us to assess whether exposure to different pollutants is a useful variable
in predicting a relapse.

ImageCLEF: Multimedia Retrieval10aimed at evaluating the technologies for
annotation, indexing, classification, and retrieval of multimodal data. Its main objec-
tive resided in providing access to large collections of multimodal data for multiple
usage scenarios and domains. Considering the experience of the last four successful edi-
tions, ImageCLEF2024 continued to address a diversity of applications, namelymedical,
social media, and Internet, and recommending, giving to the participants the opportunity
to deal with interdisciplinary approaches and domains. It offered the following tasks.
Task 1 - ImageCLEFmedical: continued the tradition of bringing together several initia-
tives for medical applications fostering cross-exchanges, namely: (i) caption task with
medical concept detection and caption prediction, (ii) GAN task on synthetic medical
images generated with GANs, (iii) MEDVQA-GI task for medical images generation
based on text input, and (iv) Mediqa task with a new use-case on multimodal dermatol-
ogy response generation. Task 2 - Image Retrieval/Generation for Arguments: given a set
of arguments, asked to return for each argument several images that help to convey the
argument’s premise, that is, suitable images to depict what is described in the argument.
Task 3 - ImageCLEFrecommending: focused on content recommendation for cultural
heritage content. Despite current advances in content-based recommendation systems,
there is limited understanding of how well these perform and how relevant they are for
the final end-users. This task aimed to fill this gap by benchmarking different recommen-
dation systems and methods. Task 4 - ImageCLEFtoPicto: aimed to provide a translation
in pictograms from a natural language, either from (i) text or (ii) speech understandable
by the users, in this case, people with language impairments, as pictogram generation
is an emerging and significant domain in natural language processing, with multiple
potential applications, enabling communication with individuals who have disabilities,
aiding in medical settings for individuals who do not speak the language of a country,
and also enhancing user understanding in the service industry..

10 https://www.imageclef.org/2024

https://www.imageclef.org/2024
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JOKER: Automatic Humour Analysis11aimed to foster research on automated
processing of verbal humour, including tasks such as retrieval, classification, interpreta-
tion, generation, and translation. It offered the following tasks. Task 1 - Humour-aware
information retrieval: aimed at retrieving short humorous texts from a document col-
lection. Task 2 - Humour classification according to genre and technique: aimed at
classifying short texts of humour among the different classes such as Irony, Sarcasm,
Exaggeration, Incongruity, Absurdity, etc. Task 3 - Pun translation: aimed to translate
English punning jokes into French preserving wordplay form and wordplay meaning.

LifeCLEF: species identification and prediction12was dedicated to the large-scale
evaluation of biodiversity identification and predictionmethods based on artificial intelli-
gence. It offered the following tasks.Task 1 - BirdCLEF: bird species recognition in audio
soundscapes. Task 2 - FungiCLEF: fungi recognition from images andmetadata. Task 3 -
GeoLifeCLEF: remote sensing-based prediction of species. Task 4 - PlantCLEF: global-
scale plant identification from images. Task 5 - SnakeCLEF: snake species identification
in medically important scenarios.

LongEval: Longitudinal Evaluation of Model Performance13focused on evalu-
ating the temporal persistence of information retrieval systems and text classifiers. The
goal was to develop temporal information retrieval systems and longitudinal text clas-
sifiers that survive through dynamic temporal text changes, introducing time as a new
dimension for ranking models’ performance. It offered the following tasks. Task 1 -
LongEval-Retrieval: aimed to propose a temporal information retrieval system which
can handle changes over time. The proposed retrieval system should demonstrate tempo-
ral persistence onWeb documents. This task had 2 sub-tasks focusing on short-term and
long-term persistence. Task 2 - LongEval-Classification aimed to propose a temporal
persistence classifier which can mitigate performance drop over short and long periods
of time compared to a test set from the same time frame as training. This task had 2
sub-tasks focusing on short-term and long-term persistence.

PAN: Digital Text Forensics and Stylometry14aimed to advance the state of the
art and provide for an objective evaluation on newly developed benchmark datasets in
those areas. It offered the following tasks. Task 1 - Multi-Author Writing Style Analysis:
given an English document, asked to determine at which paragraphs the author changes.
Examples varied in difficulty from easy to hard depending on the topical homogeneity
of the paragraphs. Task 2 - Multilingual Text Detoxification: given a toxic piece of text,
asked to re-write it in a non-toxic waywhile saving themain content as much as possible.
Texts were provided in 7 languages. Task 3 - Oppositional Thinking Analysis: given an
English or Spanish online message, asked to determine whether it is a conspiracy theory
or critical thinking. In former case, find the core elements of the conspiracynarrative.Task
4 - Generative AI Authorship Verification: given a document, asked to determine whether
the author is a human or a language model. In collaboration with the ELOQUENT lab.

11 http://joker-project.com/
12 http://www.lifeclef.org/
13 https://clef-longeval.github.io/
14 http://pan.webis.de/
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qCLEF: QuantumCLEF15Quantum Computing (QC) is a rapidly growing field,
involving an increasing number of researchers and practitioners from different back-
grounds who develop new methods that leverage quantum computers to perform
faster computations. QuantumCLEF provided an evaluation infrastructure to design and
develop QC algorithms and, in particular, for Quantum Annealing (QA) algorithms, for
Information Retrieval and Recommender Systems. It offered the following tasks. Task
1 - Feature Selection: focused on applying quantum annealers to find the most rele-
vant subset of features to train a learning model, e.g., for ranking. This problem is very
impactful, since many IR and RS systems involve the optimization of learning models,
and reducing the dimensionality of the input data can improve their performance. Task
2 - Clustering: focused on using quantum annealing to cluster different documents in
the form of embeddings to ease the browsing process of large collections. Clustering
can be helpful for organizing large collections, helping users to explore a collection and
providing similar search results to a given query. Furthermore, it can be helpful to divide
users according to their interests or build user models with the cluster centroids speeding
up the runtime of the system or its effectiveness for users with limited data. Clustering
is however a very complex task in the case of QA since it is possible to perform clus-
tering only considering a limited number of items and clusters due to the architecture
of quantum annealers. A baseline using K-medoids clustering with cosine distance was
used as an overall alternative.

SimpleText: Improving Access to Scientific Texts for Everyone16addressed tech-
nical and evaluation challenges associated with making scientific information accessible
to a wide audience, students, and experts. Appropriate reusable data and benchmarks
were provided for scientific text summarization and simplification. Task 1 - Retrieving
passages to include in a simplified summary: given a popular science article targeted to a
general audience, aimed at retrieving passages which can help to understand this article,
from a large corpus of academic abstracts and bibliographicmetadata. Relevant passages
should relate to any of the topics in the source article. Task 2 - Identifying and explaining
difficult concepts: aimed to decide which concepts in scientific abstracts require expla-
nation and contextualization in order to help a reader understand the scientific text. Task
3 - Simplify Scientific Text: aimed to provide a simplified version of sentences extracted
from scientific abstracts. Participants were provided with popular science articles and
queries and matching abstracts of scientific papers, split into individual sentences. Task
4 - Tracking the State-of-the-Art in Scholarly Publications: aimed to develop systems
which, given the full text of an AI paper, are capable of recognizing whether an incoming
AI paper indeed reports model scores on benchmark datasets, and if so, to extract all
pertinent (Task, Dataset, Metric, Score) tuples presented within the paper.

Touché: Argumentation Systems17aimed foster the development of technologies
that support people in decision-making and opinion-forming and to improve our under-
standing of these processes. It offered the following tasks. Task 1 - Human Value Detec-
tion: given a text, for each sentence, asked to detect which human values the sentence
refers to and whether this reference (partially) attains or (partially) constrains the value.

15 https://qclef.dei.unipd.it/
16 http://simpletext-project.com/
17 https://touche.webis.de/

https://qclef.dei.unipd.it/
http://simpletext-project.com/
https://touche.webis.de/


xii Preface

Task 2 - Ideology and Power Identification in Parliamentary Debates: given a parliamen-
tary speech in one of several languages, asked to identify the ideology of the speaker’s
party and identify whether the speaker’s party is currently governing or in opposition.
Task 3 - Image Retrieval for Arguments: given an argument, asked to retrieve or generate
images that help to convey the argument’s premise.

The success of CLEF 2024 would not have been possible without the huge effort
of several people and organizations, including the CLEF Association18, the Program
Committee, the Lab Organizing Committee, the reviewers, and the many students and
volunteers who contributed.

We thank the Friends of SIGIR program for covering the registration fees for a
number of student delegates.
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18 https://www.clef-initiative.eu/#association
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Classification of Social Media Hateful Screenshots Inciting Violence
and Discrimination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Davide Buscaldi, Paolo Rosso, Berta Chulvi, and Ting Wang



xxii Contents – Part I

SessionPrint: Accelerating kNN via Locality-Sensitive Hashing
for Session-Based News Recommendation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159

Mozhgan Karimi

WhoWill Evaluate the Evaluators? Exploring the Gen-IR User Simulation
Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

Johannes Kiesel, Marcel Gohsen, Nailia Mirzakhmedova,
Matthias Hagen, and Benno Stein

De-noising Document Classification Benchmarks via Prompt-Based Rank
Pruning: A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

Matti Wiegmann, Benno Stein, and Martin Potthast

Best of CLEF 2023 Labs

Best of Touché 2023 Task 4: Testing Data Augmentation and Label
Propagation for Multilingual Multi-target Stance Detection . . . . . . . . . . . . . . . . . . 181

Jorge Avila, Álvaro Rodrigo, and Roberto Centeno

Leveraging LLM-Generated Data for Detecting Depression Symptoms
on Social Media . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

Ana-Maria Bucur

From Sentence Embeddings to Large Language Models to Detect
and Understand Wordplay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205

Ryan Rony Dsilva

Replicability Measures for Longitudinal Information Retrieval Evaluation . . . . . 215
Jüri Keller, Timo Breuer, and Philipp Schaer

SimpleText Best of Labs in CLEF-2023: Scientific Text Simplification
Using Multi-prompt Minimum Bayes Risk Decoding . . . . . . . . . . . . . . . . . . . . . . . 227

Andrianos Michail, Pascal Severin Andermatt, and Tobias Fankhauser

Large Language Model Cascades and Persona-Based In-Context Learning
for Multilingual Sexism Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254

Lin Tian, Nannan Huang, and Xiuzhen Zhang

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267



Lab Overviews



Overview of BioASQ 2024: The Twelfth
BioASQ Challenge on Large-Scale
Biomedical Semantic Indexing

and Question Answering

Anastasios Nentidis1,2(B), Georgios Katsimpras1, Anastasia Krithara1,
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Abstract. This is an overview of the twelfth edition of the BioASQ
challenge in the context of the Conference and Labs of the Evaluation
Forum (CLEF) 2024. BioASQ is a series of international challenges pro-
moting advances in large-scale biomedical semantic indexing and ques-
tion answering. This year, BioASQ consisted of new editions of the two
established tasks b and Synergy, and two new tasks: a) MultiCardioNER
on the adaptation of clinical entity detection to the cardiology domain in
a multilingual setting, and b) BIONNE on nested NER in Russian and
English. In this edition of BioASQ, 37 competing teams participated
with more than 700 distinct submissions in total for the four different
shared tasks of the challenge. Similarly to previous editions, most of the
participating systems achieved competitive performance, suggesting the
continuous advancement of the state-of-the-art in the field.

Keywords: Biomedical knowledge · Semantic Indexing · Question
Answering

1 Introduction

The BioASQ challenge has been focusing on the advancement of the state-of-the-
art in large-scale biomedical semantic indexing and question answering (QA) for
more than 10 years [50]. To this end, it organizes different shared tasks annually,

c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2024
L. Goeuriot et al. (Eds.): CLEF 2024, LNCS 14959, pp. 3–27, 2024.
https://doi.org/10.1007/978-3-031-71908-0_1
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developing respective benchmark datasets that represent the real information
needs of experts in the biomedical domain. This allows the participating teams
from around the world, who work on the development of systems for biomedical
semantic indexing and question answering, to benefit from the publicly available
datasets, evaluation infrastructure, and exchange of ideas in the context of the
BioASQ challenge and workshop.

Here, we present the shared tasks and the datasets of the twelfth BioASQ
challenge in 2024, as well as an overview of the participating systems and their
performance. The remainder of this paper is organized as follows. First, Sect. 2
presents a general description of the shared tasks, which took place from Jan-
uary to May 2024, and the corresponding datasets developed for the challenge.
Then, Sect. 3 provides a brief overview of the participating systems for the dif-
ferent tasks. Detailed descriptions for some of the systems are available in the
proceedings of the lab. Subsequently, in Sect. 4, we present the performance of
the systems for each task, based on state-of-the-art evaluation measures or man-
ual assessment. Finally, in Sect. 5 we draw some conclusions regarding the 2024
edition of the BioASQ challenge.

2 Overview of the Tasks

The twelfth edition of the BioASQ challenge consisted of four tasks: (1) a biomed-
ical question answering task (task b), (2) a task on biomedical question answer-
ing for open developing issues (task Synergy), both tasks considering documents
in English, (3) a new task focused on the automatic detection of disease and
drug mentions (task MultiCardioNER), considering cardiology clinical case doc-
uments in Spanish, English, and Italian, and (4) a new task on NLP challenges
on biomedical nested named entity recognition (NER) systems for English and
Russian languages (task BIONNE) [43]. In this section, we first describe this
year’s editions of the two established tasks b (task 12b) and Synergy (Synergy
12) [37] with a focus on differences from previous editions of the challenge [36,39].
Additionally, we also present the new tasks MultiCardioNER on multiple clini-
cal entity detection in multilingual medical content [31], and BIONNE on nested
NER in Russian and English [12].

2.1 Task 12b

The twelfth edition of task b (task 12b) focuses on a large-scale question-
answering scenario in which the participants are required to develop systems for
all the stages of biomedical question answering. As in previous editions, the task
examines four types of questions: “yes/no”, “factoid”, “list” and “summary”
questions [6]. In this edition, the training dataset provided to the participat-
ing teams for the development of their systems consisted of 5,049 biomedical
questions from previous versions of the challenge annotated with ground-truth
relevant material, that is, articles, snippets, and answers [24,37]. Table 1 shows
the details of both training and test datasets for task 12b. The test data for task
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12b were split into four independent bi-weekly batches consisting of 85 questions
each, as presented in Table 1.

Table 1. Statistics on the training and test datasets of task 12b. The numbers for the
documents and snippets refer to averages per question.

Batch Size Yes/No List Factoid Summary Documents Snippets

Train 5,049 1,357 967 1,515 1,210 9.06 11.91

Test 1 85 25 21 21 18 3.20 4.36

Test 2 85 26 18 19 22 2.72 3.69

Test 3 85 24 19 26 16 2.45 3.36

Test 4 85 27 22 19 17 2.18 3.44

Total 5,389 1,459 1,047 1,600 1,283 8.65 11.4

As in previous editions of task b, task 12b was also divided into distinct
phases. Contrary to previous editions, however, task 12b was divided into three
phases: a) In phase A, a test set consisting of the bodies of biomedical questions,
written in English, was released and the participants had 24 h to identify and
submit relevant PubMed/MEDLINE-article abstracts, and snippets extracted
from them. b) In phase A+, which runs in parallel to phase A, the participants
could also submit exact answers, that is entity names or short phrases, and ideal
answers, that is, natural language summaries of the requested information for
the same questions. c) In phase B, which runs after the completion of phases A
and A+, some relevant articles and snippets were released for these questions,
and the participating systems had another 24 h to respond with exact and ideal
answers taking this manually selected material into account.

For example, for the “yes/no” question “Is levosimendan effective for amy-
otrophic lateral sclerosis?”, the systems in phase A should respond with relevant
documents and snippets useful for providing an answer. In parallel, systems
participating in phase A+ could also attempt to provide the exact and ideal
answer, which are “No.” and “No. Levosimendan was not superior to placebo
in maintaining respiratory function in a broad population with amyotrophic
lateral sclerosis. Although levosimendan was generally well tolerated, increased
heart rate and headache occurred more frequently with levosimendan than with
placebo.” respectively. In Phase B, sufficient relevant documents and snippets
were also released, and the participating systems had to return exact and ideal
answer again, exploiting this information.

2.2 Task Synergy 12

The task Synergy was introduced three years ago [38] envisioning a continuous
dialog between the experts and the automated question-answering systems. In
this model, the systems provide relevant material and answers to the experts who
posed some open questions for developing problems. The experts assess these
responses and feed their assessment back to the systems, including the informa-
tion on whether the material retrieved is sufficient for providing an answer to
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this question (“answer ready”). This feedback is then exploited by the systems
together with new material, that becomes available in the meantime, to provide
updated responses to the experts. This process proceeds with new feedback and
new responses for the same open questions that persist, in an iterative way,
organized in rounds.

After twelve rounds in the context of BioASQ9 [25] and BioASQ10 [42],
focusing on open questions about the COVID-19 pandemic, in BioASQ11 we
extended the Synergy task with four rounds open to any developing problem [41].
In BioASQ12, we continue in this setting with four more bi-weekly rounds open
to any developing problem of interest for the six biomedical experts who partic-
ipated this year. As in previous versions, the open questions were not required
to have definite answers, and a distinct version of PubMed/MEDLINE was des-
ignated per round for relevant material retrieval. A set of 311 questions with
respective incremental expert feedback and answers from the previous versions
of the task, was available as a development set. This year, 73 distinct questions
were used in the new rounds of the task. Of them, 18 questions were persisting
from the previous versions and 55 were new. The distribution of the Synergy 12
questions round is shown in Table 2.

Table 2. Distribution of the questions of Task Synergy 12 per round.

Round Size Yes/No List Factoid Summary Answer ready

1 72 11 29 17 15 33

2 72 11 29 18 14 46

3 64 10 24 16 14 50

4 64 10 24 17 13 57

The same types of questions (yes/no, factoid, list, and summary) and answers
(exact and ideal) are examined in this task as in task 12b, and the same eval-
uation measures are adopted for system assessment. However, task Synergy is
not structured into phases, with both relevant material and answers received
together. For new questions, only relevant material was required until the expert
marked a question as “answer ready”. Then, both new relevant material and
answers are expected for it in subsequent rounds. In case a question receives a
definite answer that is not expected to change, the expert can mark it as “closed”
to be excluded from the remaining rounds.

2.3 Task MultiCardioNER

The MultiCardioNER shared task is a continuation of previous tasks focused
on the detection of named entities in clinical case reports in Spanish such as
DisTEMIST [35] for diseases, MedProcNER/ProcTEMIST [30] for procedures
and SympTEMIST [29] for signs and symptoms. While these previous tasks use
a general collection of texts from multiple clinical specialties, MultiCardioNER
focuses on the creation of systems that can detect diseases and drugs specifically
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in the cardiology domain. For this purpose, in addition to the DisTEMIST and
DrugTEMIST corpus (which include disease and drug annotations, respectively,
for the same collection of varied clinical case reports), participants were provided
the CardioCCC corpus of cardiological documents. This new dataset includes 508
documents, out of which 250 were reserved to be used as test set and the rest
were released so that participants could use them as they saw fit. As an added
novelty, this task introduces a multilingual aspect with the release of the Gold
Standard drug annotations in English and Italian, as well as in Spanish. Table 3
presents a summary of the different corpora used as part of the task.

Table 3. Statistics for the datasets provided for MultiCardioNER. “Annot.” stands
for “annotations”, while “Chars” stands for “characters”. Unique annotations refer
to the number of distinct annotated strings after converting all annotations to low-
ercase. The number of tokens has been calculated using the following spaCy models:
“es core news sm”, “en core web sm” and “it core news sm”.

Dataset Lang. Entity Docs Tokens Chars Annot. Unique Annot.

DisTEMIST ES Diseases 1,000 406,137 2,335,968 10,664 6,739

DrugTEMIST ES Drugs 1,000 406,137 2,335,968 2,778 925

EN Drugs 1,000 404,194 2,230,631 2,814 875

IT Drugs 1,000 421,251 2,393,002 2,808 893

CardioCCC ES Diseases 508 568,297 3,215,774 18,232 7,692

ES Drugs 508 568,297 3,215,774 4,227 755

EN Drugs 508 576,772 3,114,833 4,231 734

IT Drugs 508 595,332 3,345,466 4,385 752

All in all, MultiCardioNER is divided into two different subtracks:

– Subtrack 1 (CardioDis). This track focuses on the adaptation of disease
recognition systems to the cardiology domain in Spanish. Some examples
of cardiology-specific diseases would be “atrial flutter with rapid ventricu-
lar response” or “Takotsubo syndrome”. Participants were provided the Dis-
TEMIST corpus [35], as well as a new collection of 258 cardiology-specific clin-
ical case reports annotated with diseases (CardioCCC). They were allowed to
distribute the data collections however they saw fit in order to achieve the best
system possible. The evaluation was done in the second half of the CardioCCC
corpus, made up of 250 documents, using strict, micro-averaged precision,
recall and F1-score. The annotation for these documents was done following
the DisTEMIST annotation guidelines, which are available on Zenodo1

– Subtrack 2 (MultiDrug). This track focuses on the multilingual (Span-
ish, English and Italian) adaptation of medication recognition systems to the
cardiology domain. Some examples of medication entities are “nytroglicer-
ine” and “clopidogrel”. For this track, participants were provided the

1 https://zenodo.org/doi/10.5281/zenodo.6458078.

https://zenodo.org/doi/10.5281/zenodo.6458078
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DrugTEMIST dataset, which is a companion corpus to the previously-released
DisTEMIST, ProcTEMIST and SympTEMIST corpora that offer annota-
tions of medications for the same collection of texts and hadn’t been released
until now. As in the previous track, a portion of the cardiology-specific dataset
CardioCCC was released during the training phase and another was reserved
to be used as test set. While the original versions of both datasets were cre-
ated using Spanish texts, a machine-translated version in English and Italian
was revised and annotated by clinical experts native in each language. These
documents were annotated following the DrugTEMIST guidelines, published
specifically for this task and available on Zenodo2. The evaluation for this
subtrack was also done using strict, micro-averaged precision, recall and F1-
score, with every language being evaluated separately.

The MultiCardioNER datasets are publicly available to download on Zen-
odo3. In addition to the Gold Standard datasets, a background set of related
clinical case reports (including both cardiology and non-cardiology documents)
was also released as part of the task. This background set includes 7,625 doc-
uments and is available in Spanish, English and Italian. There are some docu-
ments originally being written in each language, with the rest being translated
via machine translation. A Silver Standard that aggregates the predictions of
the participant systems for this documents will also be released and uploaded to
the same repository.

MultiCardioNER is promoted by Spanish and European projects such as
DataTools4Heart, AI4HF, BARITONE and AI4ProfHealth and organized by
the Barcelona Supercomputing Center (BSC) in collaboration with BioASQ. A
more in-depth analysis of the MultiCardioNER Gold Standard, guidelines and
additional resources is presented in the MultiCardioNER overview paper [31].

2.4 Task BioNNE

Given that most biomedical datasets and named entity recognition (NER) meth-
ods are designed to identify flat, non-nested mention structures, we introduce
the Biomedical Nested Named Entity Recognition (BioNNE) shared task this
year. For instance, in the text “[[[eye] movement] disorders]”, nested annotations
assist in identifying and distinguishing both the broader categories, like medical
conditions and physiological functions, as well as the specific anatomical parts
involved. The main task focuses on extracting and classifying biomedical nested
named entities from unstructured PubMed abstracts available in both Russian
and English. It is divided into three tracks:

– Bilingual: Participants develop a single multilingual NER model using data
in both Russian and English, generating predictions for each language.

– English-oriented or Russian-oriented: Participants build a nested NER
model specifically for abstracts in one target language, either English or Rus-
sian.

2 https://zenodo.org/doi/10.5281/zenodo.11065432.
3 https://zenodo.org/doi/10.5281/zenodo.10948354.

https://zenodo.org/doi/10.5281/zenodo.11065432
https://zenodo.org/doi/10.5281/zenodo.10948354
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The training and validation sets for the BioNNE competition were derived from
a subset of the NEREL-BIO dataset [34]. This dataset enhances the original
NEREL [33] dataset, which was designed for the general domain by incorporating
biomedical entity types. We made improvements by correcting annotator errors,
merging the PRODUCT and DEVICE classes into a unified DEVICE class, and select-
ing the eight most frequent medical entities: FINDING, DISO, INJURY POISONING,
PHYS, DEVICE, LABPROC, ANATOMY, and CHEM. The final dataset includes 662 anno-
tated PubMed abstracts in Russian and 104 parallel abstracts in both Russian
and English. In total, there are 40,782 annotated entities in Russian and 8,099
in English. A new test set was developed specifically for the shared task, includ-
ing 154 abstracts in both English and Russian, each containing ≈10k annotated
entities.

All the materials can be found on BioNNE GitHub page4 and on CodaLab5

competition page.

3 Overview of Participation

3.1 Task 12b

This year, 26 teams participated in task 12b, submitting a total of 89 different
systems across all three phases A, A+, and B. Specifically, 18, 8, and 16 teams
competed in phases A, A+, and B, with 64, 34, and 54 distinct systems respec-
tively. Eight of these teams were involved in all three phases. An overview of
the technologies utilized by the teams is outlined in Table 4. Additional details
for specific systems can be found in the workshop proceedings. As in previous
years, the open-source system OAQA [51], which achieved top performance in
older editions of BioASQ, was used as a baseline for phase B exact answers.
This system is based on the UIMA framework and relies on traditional NLP and
Machine Learning approaches and tools, such as MetaMap and LingPipe [5].

The MQU team from Macquarie University participated in all three phases of
the task with five systems. Their systems relied on several open Large Language
Models (LLMs) like llama-2, llama-3, gemini, and phi-3. Additionally, the team
applied techniques like query expansion, re-ranking, and Retrieval Augmented
Generation (RAG) on abstracts to improve their results. Another team partic-
ipating in all phases is the team from the BSRC Alexander Fleming Institute.
Their systems focused on sparse, dense and hybrid methods for document and
snippet retrieval and LLMs with optimized prompts for exact and ideal answers.
For document and query embedding as well as answer generation open LLMs
were employed. Additionally, for Yes/No questions, a jury of complementary
open LLMs perform majority voting to determine the final results.

The MiBi team from the Friedrich-Schiller-Universität Jena also participated
in all phases with five systems. Their systems relied on LLM-based RAG. In
phase A, their systems applied BM25 scoring to the article’s title, abstract,

4 https://github.com/nerel-ds/NEREL-BIO/tree/master/bio-nne/.
5 https://codalab.lisn.upsaclay.fr/competitions/16464.

https://github.com/nerel-ds/NEREL-BIO/tree/master/bio-nne/
https://codalab.lisn.upsaclay.fr/competitions/16464
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Table 4. Systems and approaches for task 12b. Systems for which no information was
available at the time of writing are omitted.

Systems Phase Ref. Approach

MQU A, A+, B [14] llama-2, llama-3, gemini, phi-3, query
expansion, re-ranking, RAG

BSRC A, A+, B [44] open source LLMs, sparse/dense/hybrid
retrieval

MiBi A, A+, B [46] BM25, re-ranking, RAG, GPT-3.5, GPT-4,

Mixtral-8x7B, DSPy LLM

UR A, A+, B [4] Claude 3 Opus, GPT-3.5-turbo, Mixtral 8x7B,
adapter fine-tuning, query expansion

UA A, A+, B [2] BM25, PubMedBERT, BioLinkBERT, llama-2,
llama-3, Nous-Hermes2-Mixtral, Gemma-2b,

CUHK-AIH A, A+, B [15] BM25, llama-2, RAG

Gatech A, A+, B [55] Mixtral, GPT-J, GPT-4, Llama2, resampling

Fudan-Atypon A, A+, B – GPT3.5/4.0, ChatGLM, Spark, scenario
prompt, LLama3-8B-instruct, query expansion

UNIPD A [21] BM25, BiomedBERT, GPT-3.5, Gemini, NER

OPIX A – BM25, GAT, re-ranking, DRUMS

HU A [56] BM25, MedCPT, E5, GPT-3.5

NCU B [9] GPT-4, RAG

UL B [3] Mistral-7B-instruct, iterative fine-tuning

VCU B – Synthia-13B, llama-3

and MeSH terms, while snippets were extracted either by GPT-3.5 chain-of-
thought few-shot prompting or heuristically by re-ranking the title and chunks
of up to three sentences from the abstract. They also performed re-ranking using
pre-trained bi-encoders, cross-encoders, and lexical BM25 scoring. For phase
A+, their systems were based on zero-shot prompting with GPT-3.5, GPT-4, or
Mixtral-8x7B. The team also used the DSPy LLM programming framework for
some runs. Furthermore, in phase B, their systems relied either on prompting
an LLM (GPT-3.5 and GPT-4) with top-3 “ground truth” abstracts or all the
“ground truth” snippets as context.

The UR team from the Universität Regensburg competed in all phases of
the task with five systems. Their systems employed 1-shot and 10-shot learning
combined with adapter fine-tuning for both commercial (Claude 3 Opus, GPT-
3.5-turbo) and open source models (Mixtral 8x7B). In phase A, they relied on
different 1-shot and 10-shot learning settings including plain, fine-tuned or mod-
els with additional context retrieved from Wikipedia, while in phases A+ and
B, their systems relied solely on 10-shot learning.

The UA team from the Uni de Aveiro participated in all three phases of the
task with five systems. In phase A, their systems followed a two-stage retrieval
pipeline for the document retrieval using the traditional BM25 initially, followed
by transformer-based neural re-ranking models, specifically PubMedBERT and
BioLinkBERT. To enhance the BM25 results they used the BGE-M3 model,
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and reciprocal rank fusion to combine model outputs. For phases A+ and B,
their systems employed instruction-based transformer models such as llama-2,
llama-3, Nous-Hermes2-Mixtral, and a BioASQ fine-tuned version of Gemma 2B
for conditioned zero-shot answer generation. Specifically, they utilized the top-5
most relevant articles to generate an ideal answer and used relevant snippets in
Phase B.

The CUHK-AIH team from The Chinese University of Hong Kong also par-
ticipated in all phases. Their systems are based on a RAG pipeline, with its base
model being Llama2-chat-7B fine-tuned with LoRA using the training set. In
Phase A, they first built indexes for all documents from PubMed Central using
Pyserini to perform retrieval with BM25. In Phase A+, their systems further
refined the retrieval by utilizing an ensemble retriever combining BM25 and vec-
tor similarity (bge-large-en embedding model). As for Phase B, the pipeline was
similar to Phase A+, but the procedure was enhanced with the golden data.

The Gatech team from the Georgia Institute of Technology competed in all
three phases. Their systems utilized a two-level information retrieval system and
a QA system, based on pretrained LLMs including Mixtral, GPT-J, GPT-4 and
llama-2, and prompt engineering. Specifically, their systems are based on LLM
prompts with in-context few-shot examples to 1) parse the keywords in the given
question to construct PubMed query and 2) solicit long and short answers for a
question. Furthermore, they utilized post-processing techniques like resampling
and malformed response detection to improve the performance.

The Fudan-Atypon team employed a two-stage IR model for phase A, similar
to their previous work. In the first stage, they asked an LLM to extract words
from the query, which were then used for query expansion. For Phase A+ and
Phase B, they applied prompt engineering and four LLMs (GPT3.5/4.0, Chat-
GLM, Spark) for exact answer generation. For the final answers, they combined
the distinct results to ensure stable performance. As for the ideal answer, they
used a scenario prompt, which asked LLMs to reply in the way of a student
majoring in biology. They fine-tuned a LLama3-8B-instruct to answer the ques-
tions in precise sentences, which has been proven to be one of the best methods.

In phase A, the UNIPD team from the University of Padova participated
with five systems. As a first step, their systems utilized GPT-3.5 and Gemini to
generate pseudo-documents that contain relevant information to a question and
extract biomedical entities from these pseudo-documents using NER tools. Then,
their systems follow a two-stage retrieval. In the first-stage, they used BM25 with
the original queries concatenated together with the biomedical entities. In the
second stage, they employed a BiomedBERT cross-encoder re-ranker, which was
trained on the combination of golden standard data, synthetic data, as well as
the LLM-generated pseudo-documents.

The OPIX team participated with two systems in phase A. Their systems fol-
lowed a two-stage retrieval. They initially employed sparse document retrieval,
followed by re-ranking which calculated the cosine similarity between the dense
query and document representations and combined it with the cumulative scores
of the sparse retrieval. Furthermore, their sparse retriever was based on BM25
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and a graph attention neural network (GAT) that shared bidirectional infor-
mation with a BERT model to enhance the re-ranking step. They utilised also
the domain-specific UMLS knowledge graph, linking the entities mentioned on
the PubMed documents to entity nodes of the UMLS graph. Their systems take
pairs of queries and relevant KG subgraphs as input and bidirectionally fuses
information from both modalities creating dense representations for the query
and the node entities of the graph.

Also, the HU team competed in phase A with five systems. Their systems
focused on using BM25 for sparse first-stage retrieval and combining a variety
of dense, neural models via rank fusion for second-stage re-ranking. The neu-
ral re-rankers consist of i) two distinct cross-encoders (MedCPT and E5), one
trained on a pairwise loss and one trained on both token-level and document-
level features, as well as ii) one LLM approach (GPT-3.5), generating synthetic
queries from documents returned by the first-stage retrieval and comparing their
similarities to the original test query.

In phase B, the NCU team from the National Central University partici-
pated with five systems. Their systems utilized GPT-4 and RAG techniques to
improve the retrieval process. They employed prompt engineering to refine the
input queries guiding GPT-4 and improving its output accuracy and relevance.
RAG was integrated to retrieve relevant biomedical documents, which were then
incorporated into the generation process. The UL team from the Uni de Lis-
boa competed with one system in phase B. Their system focused on enhanc-
ing LLMs with external biomedical data. Specifically, they utilized the Mistral-
7B-Instruct v0.1 model and an iterative process of fine-tuning using manually
curated biomedical data alongside open-source resources. The VCU team from
Virginia Commonwealth University participated with four different systems in
phase B. Their systems are based on a zero-shot learning approach using gener-
ative LLMs, including Synthia-13B-GPTQ and llama-3. Their systems heavily
relied on prompt engineering and answer processing.

3.2 Task Synergy 12

In the twelfth edition of BioASQ, four teams participated in the Synergy task
(Synergy 12). These teams submitted results from 16 distinct systems. An
overview of systems and approaches employed is provided in Table 5.

Table 5. Systems and their approaches for task Synergy. Systems for which no descrip-
tion was available at the time of writing are omitted.

System Ref. Approach

BSRC [44] open source LLMs, sparse/dense/hybrid retrieval

UR [4] GPT-3.5-turbo, GPT-4, query expansion

Gatech [55] Mixtral, GPT-J, GPT-4, Llama2, resampling
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In particular, the BSRC Alexander Fleming team participated with four sys-
tems. Similar to task b, their systems focused on LLMs with optimized prompts
and majority voting. Also, the UR team from the Universität Regensburg com-
peted with two systems. Their systems employed 2-shot and zero-shot learn-
ing with GPT-3.5-turbo and GPT-4. Furthermore, their systems utilized hand-
crafted examples for the 2-shot learning as well as incorporated query expansion
methods. The Gatech team from the Georgia Institute of Technology partici-
pated in five systems. As with task b, their systems relied on pre-trained LLMs
and prompt engineering. More detailed descriptions for some of the systems are
available at the proceedings of the workshop.

3.3 Task MultiCardioNER

31 teams registered for the MultiCardioNER task, out of which 7 teams submit-
ted at least one run of their predictions. Specifically, 6 teams participated in the
CardioDis subtrack, while 5 teams participated in the MultiDrug subtrack (with
one of those teams participating only in the Spanish part). Overall, a total of 70
runs were submitted, with each team being allowed up to 5 runs per subtrack
and language.

Table 6 gives an overview of the methodologies used by the participants
in each of the sub-tasks. Following the trend of previous similar shared tasks
[28–30], all participants used some variant of Transformers-based models, with
RoBERTa [32] models being the most popular. Other than that, ensembles were
quite popular and provided good results (e.g. BIT.UA [23]), as were the use of
custom datasets and dictionaries (e.g. Enigma [1]), data augmentation or win-
dow sliding (e.g. Data Science TUW [49]). It is also noteworthy the way in which
the teams incorporated the cardiology-specific data, with some teams trying to
mesh it into their training data in different ways (e.g. PICUSLab [47]) and others
using only the mixed-specialty training data (e.g. NOVALINCS [17]). Finally,
an interesting aspect of the MultiDrug subtrack is that, while the most common
approach was to focus creating separate, language-specific models, there were
some teams who tried to create purely multilingual models attempting to opti-
mize the performance for all three languages at once, such as the ICUE team [26].

3.4 Task BioNNE

26 teams registered for the BioNNE task in CodaLab, out of which 5 teams
submitted at least one run of their predictions. Overall, a total of 155 runs were
submitted. An overview of the approaches is provided in Table 7. Two systems
for which no information was available at the time of writing are omitted.

Team fulstock employed the BINDER model [53], which uses XLM-
RoBERTa [10] as its backbone. The team experimented with various entity type
descriptions (prompts) for BINDER learning. These prompts included: keyword
(name of the entity type), 2, 5, or 10 most frequent component words for entity
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Table 6. General overview of the approaches presented by participants for the Multi-
CardioNER task. “*TEMIST corpora” refers to the joint version of the DisTEMIST,
SympTEMIST, ProcTEMIST and DrugTEMIST corpora.

Team Ref. Task Approaches

BIT.UA [23] CardioDis Ensemble of RoBERTa models with multi-head CRF and

differences in the data used for training (only

DisTEMIST or DisTEMIST + CardioCCC)

Data Science TUW [49] CardioDis Transformer-based models with different pretraining

settings, data augmentation and window sliding

MultiDrug Multilingual and language-specific Transformers with

different pretraining settings, data augmentation and

window sliding

Enigma [1] CardioDis CLIN-X-ES model fine-tuned on the entire task data +

custom clinical dataset

MultiDrug Multilingual and language-specific Transformers

fine-tuned on the entire task data + custom drug

dictionary

ICUE [26] MultiDrug Multilingual and language-specific BERT models with

re-training, post-processing rules + GPT 3.5

NOVALINCS [17] CardioDis RoBERTa model fine-tuned on the standalone

DisTEMIST corpus vs. joint *TEMIST corpora

MultiDrug RoBERTa model fine-tuned on the standalone

DrugTEMIST corpus vs. joint *TEMIST corpora

PICUSLab [47] CardioDis Ensemble of Transformer-based models trained on

different datasets, including an augmented version of

CardioCCC + post-processing via string matching

Siemens [11] CardioDis Fine-tuned general domain BERT model

MultiDrug Fine-tuned language-specific general domain BERT

models

Table 7. Overview of the approaches presented by participants for the BioNNE task.
EN stands for the English-oriented and RU for the Russian-oriented tracks.

Team Ref. Track Approaches

fulstock – Bilingual, EN, RU BINDER, XLM-RoBERTa

wenxinzh [54] EN Mixtral, spaCy NER, UMLS

hasin.rehana [45] Bilingual, EN, RU PubMedBERT, SBERT-Large-NLU-RU,
BERT-Base-Multilingual-uncased, UMLS

type in the training data, contextual prompt (a sentence example with the tar-
get entity), and lexical prompt (a sentence example where the target entity is
masked with the entity label) [48]. The model was trained over 64 epochs.

Team wenxinzh [54] combined a pretrained Mixtral model [22] with a spaCy
NER model trained on the BC5CDR corpus [27]. They also adapted and cus-
tomized rules based on UMLS (Unified Medical Language System) semantic
types. The system first utilizes Mixtral and en ner bc5cdr md to extract poten-
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tial entities for each category from the text and then determines their final entity
types by finding the associated UMLS semantic types.

Team hasin.rehana [45] implemented the BIO-tagging scheme, applying six
levels of BIO-tagging. They added six classification layers to the base model,
each dedicated to outputting a specific level of NER tags. The original dataset’s
eight classes were expanded to 17 to accommodate the BIO-tagging scheme.
For vocabulary expansion, they utilized the UMLS Metathesaurus to extract
relevant and related concepts. For English NNER, they used the pre-trained
PubMedBERT for contextualized word embeddings [18]; for Russian NNER,
they employed a pre-trained SBERT-Large-NLU-RU model; and for Bilingual
NNER, they utilized BERT-Base-Multilingual-uncased [13].

4 Results

4.1 Task 12b

This section presents the evaluation measures and preliminary results for the
task 12b. These results are preliminary, as the final results will be available after
the manual assessment of the system responses by the BioASQ team of experts
and the enrichment of the ground truth with potential additional relevant items,
answer elements, and/or synonyms, which is still in progress.

Phase A: The Mean Average Precision (MAP) was used for evaluation on
document retrieval. In particular, since BioASQ8, MAP calculation is based
on a modified version of Average Precision (AP) that considers both the limit
of 10 elements allowed per question in each submission and the actual num-
ber of golden elements that is often less than 10 in practice [40]. For snippets,
where a single ground-truth snippet may overlap with several submitted ones,
the interpretation of MAP is less straightforward. Hence, since BioASQ9, we
use the F-measure which is based on character overlaps6 [38]. Table 8 presents
some indicative results for document retrieval in batch 1. The full 12b results
for phase A are available online7.

Phases A+ and B: The official ranking for systems providing ideal answers is
based on manual scores assigned by the BioASQ team of experts that assesses
each ideal answer in the responses [6]. The final position of systems providing
exact answers is based on their average ranking in the three question types
where exact answers are required, that is “yes/no”, “list”, and “factoid”. Sum-
mary questions for which no exact answers are submitted are not considered in
this ranking. In particular, the mean F1 measure is used for the ranking in list
questions, the Mean Reciprocal Rank (MRR) is used for the ranking in factoid
questions, and the F1 measure, macro-averaged over the classes of yes and no,
is used for yes/no questions. Tables 9 and 10 present some indicative results on
exact answer extraction. The full 12b results for both phase A+8 and B9 are
available online.
6 http://participants-area.bioasq.org/Tasks/b/eval meas 2022/.
7 http://participants-area.bioasq.org/results/12b/phaseA/.
8 http://participants-area.bioasq.org/results/12b/phaseAplus/.
9 http://participants-area.bioasq.org/results/12b/phaseB/.

http://participants-area.bioasq.org/Tasks/b/eval_meas_2022/
http://participants-area.bioasq.org/results/12b/phaseA/
http://participants-area.bioasq.org/results/12b/phaseAplus/
http://participants-area.bioasq.org/results/12b/phaseB/
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Table 8. Preliminary results for document retrieval in batch 1 of phase A of task 12b.
Only the top-6 systems are presented, based on MAP.

System Mean Precision Mean Recall Mean F-measure MAP GMAP

bioinfo-4 0.1039 0.3124 0.1485 0.2067 0.0016

bioinfo-3 0.1009 0.3047 0.1444 0.2024 0.0013

bioinfo-1 0.1156 0.3171 0.1581 0.2018 0.0015

bioinfo-2 0.1294 0.3369 0.1728 0.2006 0.0019

bioinfo-0 0.1151 0.3055 0.1570 0.1800 0.0009

dmiip2024 3 0.0706 0.2514 0.1039 0.1612 0.0007

Table 9. Results for batch 1 for exact answers in phase A+ of task 12b. Only the
top-6 systems based on Yes/No F1 are presented.

System Yes/No Factoid List

F1 Acc. Str. Acc. Len. Acc. MRR Prec. Rec. F1

UR-IW-3 0.9167 0.920 0.0952 0.0952 0.0952 0.4016 0.4778 0.4089

Gatech comp... 0.8397 0.840 0.1429 0.1429 0.1429 0.4452 0.3415 0.3661

GTBioASQsys3 0.8397 0.840 0.1429 0.1429 0.1429 0.2421 0.1765 0.1866

UR-IW-4 0.8397 0.840 0.0476 0.0952 0.0714 0.3948 0.4063 0.3798

UR-IW-2 0.8397 0.840 0.0952 0.0952 0.0952 0.5250 0.4914 0.4808

UR-IW-5 0.7987 0.800 0.0952 0.0952 0.0952 0.4119 0.4182 0.3976

Table 10. Results for batch 3 for exact answers in phase B of task 12b. Only the top-6
systems based on Yes/No F1 and the BioASQ Baseline are presented.

System Yes/No Factoid List

F1 Acc. Str. Acc. Len. Acc. MRR Prec. Rec. F1

mibi rag snippet 1.00 1.00 0.2308 0.2308 0.2308 0.4984 0.5157 0.5052

RMC append sn... 1.00 1.00 0.3077 0.3077 0.3077 0.4158 0.4475 0.3955

Fleming-3 1.00 1.00 0.2308 0.2692 0.2404 0.5424 0.5532 0.5413

IISR 4th submit 1.00 1.00 0.4231 0.4231 0.4231 0.5452 0.5187 0.5247

dmiip2024 2 1.00 1.00 0.1923 0.4231 0.2949 0.5114 0.5055 0.4715

GTBioASQsys2 0.9577 0.9583 0.3846 0.3846 0.3846 0.5107 0.4774 0.4763

BioASQ Baseline 0.4338 0.4583 0.0769 0.1538 0.1090 0.1999 0.2938 0.2094

The top performance of the participating systems in exact answer generation
for each type of question during the twelve years of BioASQ is presented in Fig. 1.
The preliminary results for task 12b, reveal that the participating systems keep
achieving high scores in answering all types of questions, despite the addition
of two new experts to the BioASQ team. In batch 3, for instance, presented in
Table 10, several systems manage to correctly answer literally all yes/no ques-
tions. High performance, beyond 0.95 in macro F1 is also observed for yes/no
questions in the remaining batches. More consistent performance is also observed
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Fig. 1. The evaluation scores of the best-performing systems in task B, Phase B, for
exact answers, across the twelve years of BioASQ. Since BioASQ6, accuracy (Acc) was
replaced by macro F1 as the official measure for Yes/No questions. The black dots
indicate an additional batch with questions from new experts [38].

in the preliminary results for list questions compared to the previous years, but
there is still more room for improvement, as done for factoid questions where
the performance across the batches fluctuates more.

4.2 Task Synergy 12

In task Synergy 12, no relevant material was initially available for new questions.
For old questions, however, feedback from previous rounds was provided per
question, that is the documents and snippets submitted by the participants with
manual annotations of their relevance. Hence, the documents and snippets of the
feedback, that have already been assessed and released, were not considered valid
for submission in the subsequent rounds. As in task 12b, the evaluation measures
for document and snippet retrieval are MAP and F-measure respectively.

In addition, due to the developing nature of the topic, no answer is avail-
able for all of the open questions in each round. Therefore only the questions
indicated as “answer ready” were evaluated for exact and ideal answers in each
round. Regarding the ideal answers, the systems were ranked according to man-
ual scores assigned to them by the BioASQ experts during the assessment of
systems responses as in phase B of task B [6]. As regards evaluation for the
exact answers, similarly to task 12b, the mean F1 measure, the Mean Recipro-
cal Rank (MRR), and the macro F1 measure are used for the ranking in list,
factoid, and yes/no questions respectively. Any exact or ideal answer that was
assessed as ground-truth quality by the experts, was included in the feedback
and provided to the participants before the next round.
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Table 11. Results for document retrieval of the first round of the Synergy 12 task.

System Mean precision Mean Recall Mean F-Measure MAP GMAP

dmiip3 0.4043 0.4718 0.3558 0.4636 0.1783

dmiip1 0.3899 0.4697 0.3472 0.4535 0.1697

dmiip4 0.3971 0.4674 0.3508 0.4493 0.1928

dmiip5 0.3971 0.4674 0.3508 0.4493 0.1928

dmiip2 0.3826 0.4690 0.3416 0.4427 0.1814

Fleming-4 0.3176 0.3385 0.2544 0.2342 0.0324

Fleming-2 0.2664 0.2524 0.2235 0.2152 0.0056

Fleming-1 0.2756 0.2476 0.2246 0.2110 0.0056

Fleming-3 0.2695 0.2696 0.2163 0.1985 0.0157

Some indicative results for the Synergy task are presented in Table 11. The
full 12b results are available online10. Overall, the collaboration between partic-
ipating biomedical experts and question-answering systems allowed the progres-
sive identification of relevant material and extraction of exact and ideal answers
for several open questions for developing problems, such as Colorectal Cancer,
pediatric sepsis, Duchenne Muscular Dystrophy, and COVID-19. In total, after
the four rounds of Synergy 12, enough relevant material was identified to pro-
vide an answer to about 78% of the questions. In addition, about 51% of the
questions had at least one ideal answer, submitted by the systems, which was
considered of ground-truth quality by the respective expert.

4.3 Task MultiCardioNER

All in all, the top scores for each subtrack were:

– CardioDis. The team BIT.UA attained the top position with an ensem-
ble of RoBERTa-based models (roberta-es-clinical-trials-ner) that also uses
multi-head CRF. Their runs integrated the provided datasets in different
ways, with the highest scores being achieved by the models that use both the
DisTEMIST and CardioCCC data. Their best run achieved an F1-score of
0.8199 and a recall of 0.8243. The team with the next best F1-score (0.8049)
is Enigma, who uses a CLIN-X-ES model also fine-tuned on the DisTEMIST
and CardioCCC data. Interestingly, the team PICUSLab achieves the best
precision (0.8886) by a wide margin combining the predictions of multiple
models trained on different parts of the data (including an augmented ver-
sion of the CardioCCC corpus) and then using string matching techniques to
enhance the final predictions.

10 http://participants-area.bioasq.org/results/synergy v2024/.

http://participants-area.bioasq.org/results/synergy_v2024/
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– MultiDrug. In Spanish, the best F1-score is achieved by the ICUE team
(0.9277), who also achieved the best recall (0.9412). Meanwhile, in English
and Italian the winner team is Enigma, with an F1-score of 0.9223 and 0.8842,
respectively.

The results for the CardioDis subtrack are shown in Table 12, while the results
for the MultiDrug subtrack are presented in Table 13 for Spanish, Table 14 for
English and Table 15 for Italian. Due to space limitations, only the top-6 systems
are presented, with the complete results being available in the MultiCardioNER
overview paper [31].

In conclusion, the task’s results are quite good and varied, with scores ranging
from 0.9277 (by the ICUE team in the Spanish MultiDrug subtrack) to 0.2201
(by the DataScienceTUW team, who had some problems with the submission,
also in the Spanish MultiDrug subtrack). Overall, the results for the MultiDrug
subtrack are higher than those for the CardioDis subtrack, which was to be
expected since drugs, as an entity type, are simpler and more straightforward
than diseases.

As stated earlier, in terms of methodology, there’s a definite trend of using
pre-trained Transformer-based systems (with a preference for RoBERTa mod-
els, perhaps due to their availability in Spanish), with most participants going
beyond mere finetuning. Many of the presented runs incorporate new layers over
their initial system results, be it an ensemble of multiple models and their predic-
tions, multi-head CRFs, window sliding or using some kind of post-processing.

However, what seems to really make a difference in MultiCardioNER is the
use of the cardiology-specific data (the CardioCCC dataset), which is one of the
shared task’s main research points. All top-performing systems incorporate the
released 258 documents from the CardioCCC corpus in some way. Meanwhile,
participants that only use the DisTEMIST and DrugTEMIST corpora (which
are made up of clinical case reports from varied clinical specialties) are able to
achieve a really high precision but a much lower recall, thus achieving a not-
so-high F1-score. This seems to indicate that, while these systems are able to
retrieve many clinical entities correctly (i.e. high precision), they fail to recover
those entities that are specific to the cardiology domain (i.e. low recall).

Furthermore, comparing the results of the DisTEMIST shared task [35],
which also focused on diseases, with the CardioDis subtrack, shows an improve-
ment in the overall results in this new task. All of this seems to point towards
the importance of using data belonging to the clinical specialty that we plan to
apply our systems to, even within domains that are already quite specific as is
the clinical domain. Still, it is true that, compared with DisTEMIST, this task
offers a higher volume of data. While there seems to be a positive correlation
with the use of domain-specific data, whether these improvements can actually
be attributed to the domain adaptation aspect or to simply having more data
remains to be seen and is a question for further research.

As for the multilingual aspect of the track, the results for all three languages
are quite comparable, with Italian being somewhat below Spanish and English.
This difference might be explained by the fact that, while there are many pre-
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Table 12. Results of the MultiCardioNER CardioDis subtrack. Only the top-6 systems
are presented. The best result is bolded, and the second-best is underlined.

Team Name Run name Precision Recall F1

BIT.UA run1-all-full 0.8155 0.8243 0.8199

BIT.UA run0-top5-full 0.811 0.8181 0.8145

Enigma 3-system-CLIN-X-ES-pretrained 0.8016 0.8082 0.8049

Enigma 2-system-CLIN-X-ES-14 0.8052 0.8007 0.803

PICUSLab aug fus sub2 0.7794 0.803 0.791

BIT.UA run4-all 0.7981 0.7827 0.7903

Table 13. Results of the MultiCardioNER MultiDrug subtrack in Spanish. Only the
top-6 systems are presented. The best result is bolded, and the second-best is under-
lined.

Team Name Run name Precision Recall F1

ICUE run2 single pp 0.9146 0.9412 0.9277

ICUE run4 GPT translation 0.9146 0.9412 0.9277

ICUE run5 GPT translation all 0.9146 0.9412 0.9277

Enigma 3-system-SpanishRoBERTa 0.913 0.9348 0.9238

Enigma 1-system-XLMR 0.904 0.9208 0.9123

Enigma 2-system-XLMR-filtering 0.9148 0.9005 0.9076

Table 14. Results of the MultiCardioNER MultiDrug subtrack in English. Only the
top-6 systems are presented. The best result is bolded, and the second-best is under-
lined.

Team Name Run name Precision Recall F1

Enigma 3-system-BioLinkBERT 0.8981 0.9477 0.9223

ICUE run2 single pp 0.9086 0.9128 0.9107

ICUE run4 GPT translation 0.9086 0.9128 0.9107

Enigma 1-system-XLMR 0.8823 0.9233 0.9023

Enigma 2-system-XLMR-filtering 0.9031 0.8989 0.901

Enigma 5-system-XLMR-filtering-dict2 0.8698 0.9047 0.8869

trained models available in Spanish and English that were used by participants,
this is not the case for Italian. In fact, the only Italian-specific models used were
a version of BERT in Italian (that is, a general domain model) and BioBIT [8],
a model that is specific to the biomedical domain trained on machine-translated
PubMed abstracts.

In contrast, participants were able to use a wider variety of models for
English, such as BioLinkBERT [52] or SciBERT [7], and Spanish. An approach
to solve this lack of clinical models in Italian followed by some participants was
to further pre-train existing Spanish models using Italian and multilingual data,
which made the Enigma team achieve the three top-scoring runs in the Ital-



Overview of BioASQ 2024 21

Table 15. Results of the MultiCardioNER MultiDrug subtrack in Italian. Only the top-
6 systems are presented. The best result is bolded, and the second-best is underlined.

Team Name Run name Precision Recall F1

Enigma 1-system-XLMR 0.884 0.8844 0.8842

Enigma 3-system-Italian-Spanish-RoBERTa 0.8723 0.8956 0.8838

Enigma 2-system-XLMR-filtering 0.9016 0.8606 0.8806

Siemens run1 IMR 0.8891 0.8689 0.8789

ICUE run4 GPT translation 0.9114 0.8461 0.8776

ICUE run5 GPT translation all 0.9114 0.8461 0.8776

ian track. Multilingual models such as mDeBERTa [19,20] were also used by
participants.

4.4 Task BioNNE

The primary evaluation metric utilized in this study is the F1-score, which is
computed using the following formula: F1 = 1

n

∑
c∈C F1relc

, where C represents
the set of classes {FINDING, DISO, INJURY POISONING, PHYS, DEVICE, LABPROC,
ANATOMY, CHEM}, n is the size of C, and F1relc

denotes the macro F1-score aver-
aged across all relevance classes.

Table 16. Results (F1 scores on the test sets) of bilingual and monolingual subtasks.
The best result in each task is bolded.

Model Both (Track 1) English (Track 2) Russian (Track 3)

fulstock 0.7044 0.6181 0.6981

hasin.rehana 0.5053 0.5636 0.6007

wenxinzh – 0.348 –

We summarized the performance of the above-mentioned teams in Table 16.
The fulstock team with the fine-tuned BINDER model achieved the highest F1

scores across all tracks, with 0.704 for the bilingual track, 0.618 for the English-
oriented track, and 0.698 for the Russian-oriented track. In contrast, a pre-
trained LLM, specifically the Mixtral model combined with the NER model
for flat entities, achieved an F1 score of 0.34797 for the English-oriented track.
This score can be considered indicative of zero-shot evaluation, highlighting the
limitations due to the absence of supervised training and the inadequacy of
biomedical-specific training data in LLMs such as Mixtral. More results, along
with baselines, are available in the BioNNE overview paper [12].
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5 Conclusions

This paper provides an overview of the twelfth BioASQ challenge. This year,
BioASQ consisted of four tasks: (1) Task 12b on biomedical semantic question
answering in English and (2) Synergy 12 on question answering for developing
problems, both already established from previous BioASQ versions, (3) the new
task MultiCardioNER on the automatic detection of disease and drug mentions
on cardiology clinical case reports in Spanish, Italian, and English, and (4) the
new task BIONNE on biomedical nested NER in English and Russian.

The preliminary results for task 12b reveal the high performance of the top
participating systems, predominantly for yes/no answer generation, despite the
extension of the expert team with two new experts. However, room for improve-
ment is still available, particularly for factoid and list questions, where the perfor-
mance is less consistent. The results of the new Phase A+ also reveal that state-
of-the-art QA approaches can achieve high performance, even without access
to manually selected relevant material. Still, providing such material leads to
answers of improved quality. This edition of the Synergy task as well, revealed
that state-of-the-art systems, despite still having room for improvement, can
be a useful tool for biomedical experts who need specialized information for
addressing open questions in the context of several developing problems.

The new task MultiCardioNER presented two new challenging subtasks
about annotations clinical case reports in Spanish, English, Italian with dis-
ease and drug mentions. Building on the work laid out in previous shared tasks
like DisTEMIST [35], this task introduces the nuance of creating clinical Named
Entity Recognition systems specifically for the cardiology domain. In addition,
it expands the range of the task beyond Spanish by introducing a subtrack that
also involves English and Italian text. In order to do this, two new datasets
are released: the DrugTEMIST corpus, that includes drug mentions in Span-
ish, English and Italian in a group of clinical case reports of varied medical
specialties, and the CardioCCC corpus, a collection of cardiology clinical case
reports with disease and drug annotations. The results highlight the importance
of having data specific to the language and specialty the systems are going to be
applied in, even within domains that are already quite specific like the clinical
one.

The ever-increasing focus of participating systems on deep neural approaches
and Large Language Models, already apparent in previous editions of the chal-
lenge, is also observed this year. Most of the proposed approaches built on state-
of-the-art neural architectures (BERT, PubMedBERT, BioBERT, BART etc.)
adapted to the biomedical domain and specifically to the tasks of BioASQ. This
year, in particular, several teams investigated approaches based on Generative
Pre-trained Transformer (GPT) models and Retrieval Augmented Generation
(RAG) for the BioASQ tasks.

The BioNNE task centered on extracting the eight most common biomedical
entities in Russian and English from PubMed abstracts while accommodating
potential nested structures. The top-performing approach employed a bi-encoder
framework that leverages contrastive learning to map text spans and entity types
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into a common vector representation space. The performance of pre-trained
LLMs without fine-tuning exhibited significantly lower results, underscoring the
necessity for specialized training data.

Overall, several systems managed competitive performance on the challeng-
ing tasks offered in BioASQ, as in previous versions of the challenge, and the top
performing of them were able to improve over the state-of-the-art performance
from previous years. BioASQ keeps pushing the research frontier in biomedical
semantic indexing and question answering for eleven years now, offering both
well-established and new tasks. Aligned with the direction of extending beyond
the English language and biomedical literature, which started with the task
MESINESP [16] and continued consistently ever since, this year BioASQ was
further extended with two new tasks, MultiCardioNER [31] and BioNNE [12].
In addition, this year we introduced a new phase in the QA task 12b (phase
A+) allowing the assessment of systems that produce answers directly, without
access to manually selected relevant material. The future plans for the chal-
lenge include a further extension of the benchmark data for question answering
through a community-driven process, extending the community of biomedical
experts involved in the Synergy task, as well as extending the resources consid-
ered in the BioASQ tasks, both in terms of documents types, languages, and
more focused sub-domains of biomedicine.
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Working Notes (2024)

16. Gasco, L., et al.: Overview of BioASQ 2021-MESINESP track. Evaluation of
advance hierarchical classification techniques for scientific literature, patents and
clinical trials (2021)
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Abstract. We describe the seventh edition of the CheckThat! lab, part
of the 2024 Conference and Labs of the Evaluation Forum (CLEF). Pre-
vious editions of CheckThat! focused on the main tasks of the informa-
tion verification pipeline: check-worthiness, identifying previously fact-
checked claims, supporting evidence retrieval, and claim verification. In
this edition, we introduced some new challenges, offering six tasks in
fifteen languages (Arabic, Bulgarian, English, Dutch, French, Georgian,
German, Greek, Italian, Polish, Portuguese, Russian, Slovene, Spanish,
and code-mixed Hindi-English): Task 1 on estimation of check-worthiness
(the only task that has been present in all CheckThat! editions), Task 2
on identification of subjectivity (a follow up of the CheckThat! 2023 edi-
tion), Task 3 on identification of the use of persuasion techniques (a follow
up of SemEval 2023), Task 4 on detection of hero, villain, and victim from
memes (a follow up of CONSTRAINT 2022), Task 5 on rumor verifica-
tion using evidence from authorities (new task), and Task 6 on robustness
of credibility assessment with adversarial examples (new task). These are
challenging classification and retrieval problems at the document and at
the span level, including multilingual and multimodal settings. This year,
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CheckThat! was one of the most popular labs at CLEF-2024 in terms of
team registrations: 130 teams. More than one-third of them (a total of
46) actually participated.

Keywords: Fact-Checking · Check-Worthiness · Subjectivity ·
Propaganda · Rumor Verification · Credibility Assessment · Authority
Finding

1 Introduction

The aim of CheckThat! is to foster the development of technology to assist
different tasks along the fact-checking verification pipeline, as well as auxiliary
tasks supporting the process. The focus in the first five lab iterations [9,21,55–
57] was on the core tasks of the verification pipeline (see Fig. 1). From the sixth
edition [8], the lab has zoomed out of the core tasks of the pipeline and opened
up for auxiliary tasks helping to address the different steps of the pipeline.

This year [7], we challenged the community with six tasks in multiple mono-,
multi- and cross-lingual settings covering a total of fifteen languages: Arabic,
Bulgarian, Dutch, English, French, Georgian, German, Greek, Italian, Polish,
Portuguese, Slovenian, Spanish, Russian, and code-mixed Hindi. Task 1 [38]
focused on check-worthiness estimation and asked to identify claims that could
be important to verify in social and mainstream media. This task has been orga-
nized during all editions of the lab and is the only one that was part of the core
pipeline. Task 2 [82] was a follow up of the CheckThat! 2023 edition and asked to
determine whether a sentence from a news article is objective or conveys subjec-
tive opinions, helping to spot text that should be processed with specific strate-
gies [71], potentially benefiting the fact-checking pipeline [43,44,90]. Task 3 [62]
was a follow up of SemEval 2023, and it addressed persuasion techniques asking
participants to identify text spans in which such techniques are being issued to
possibly influence the reader. Task 4 was a follow up of CONSTRAINT 2022,
and it asked participants to predict the role of each entity in a meme as a hero,
a villain, a victim, or other. Task 5 [35] focused on rumor verification using evi-
dence from authorities. The participants were asked to retrieve evidence from
trusted sources (authorities that have real knowledge on the matter) and deter-
mine whether a rumor is supported, refuted, or unverifiable according to the
evidence. The aim of Task 6 [70] was to assess the robustness of text classifiers
in the misinformation detection domain and the participants aimed at discover-
ing examples indicating low robustness of misinformation detection models.

As in previous editions, CheckThat! was one of the most popular tasks at
CLEF, attracting a total of 46 participating teams, using a variety of approaches
to the different tasks, mostly based on encoding and decoding large language
models combined with different sources of information. The only exception was
Task 4, which unfortunately did not attract participants. Nevertheless, as for
the other tasks, we also release all the data for Task 4.
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2 Previously on the CheckThat! Lab

In its previous six iterations, the CheckThat! lab has focused on various tasks
from the claim verification pipeline, in a multitude of languages and in different
domains (cf. Table 1).

Fig. 1. The CheckThat! verification pipeline, featuring the four core tasks along with
the CheckThat! 2024 tasks.

Table 1. Overview of the tasks offered in the previous editions of the lab.
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check-worthiness estimation � � � � � � � � � � � � � � �
verified claim retrieval � � � � � � � �
supporting evidence retrieval � � � �
claim verification � � � � � �
fake news detection � � � � � � �
bias � �
subjectivity � � � � � � � �
topic identification � �
authority finding � � �

CheckThat! 2018 [56] focused on check-worthiness and claim verification of
political debates and speeches in Arabic and English. Both tasks continued in
2019 [21], with an additional focus on fact-checking by a task on classifying
and ranking supporting evidence from the web. The 2020 edition [9] covered the
full verification pipeline, with check-worthiness estimation, verified claim and
supporting evidence retrieval, and claim verification. Social media data was first
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included in this iteration. The 2021 edition focused on multilinguality, offering
tasks in five languages [57]. It also featured a fake news detection task, where
the focus was on articles; this task was quite popular and it continued in 2022.

The 2023 year’s edition of the CheckThat! lab [8] paid special attention
to the various sub-aspects of check-worthiness estimation, subjectivity of news
articles, factuality, bias, authority findings, again in a multitude of languages.
Transformer-based models were extensively used. This edition has also intro-
duced multimodality for check-worthiness estimation.

3 Description of the 2024 Tasks

The 2024 edition of CheckThat! featured a total of six tasks in a variety of
languages and modalities, three of which were run for the first time (cf. Sects. 3.3,
3.4 and 3.6). Moreover, two of the tasks had two subtasks each (cf. Sects. 3.1 and
3.3).

3.1 Task 1: Check-Worthiness Estimation

Fact-checking is a complex process. Before assessing the truthfulness of a claim,
determining whether it can be fact-checked at all is essential. Given the time-
consuming nature of manual fact-checking, it is important to prioritize claims
that are important to be fact-checked. Therefore, the aim of this task is to assess
whether a statement sourced from a tweet, a transcript, or a political debate,
requires fact-checking [8]. To make this decision, one must consider questions
such as “Does it contain a verifiable factual claim?” and “Could it be harmful?”
before assigning a final label for its check-worthiness. Further details about this
task are discussed in [38].

3.2 Task 2: Subjectivity in News Articles

Verifiable claims are not only communicated in objective and neutral statements,
but can also be found in subjectively colored ones. While objective sentences can
be considered directly for verification, subjective sentences require additional
processing steps, e.g., extracting an objective version of the statements or the
claims they contain. Therefore, the objective of this task is to determine whether
a given sentence is subjective or objective, which is set up as a binary classifica-
tion task and is offered in Arabic, Bulgarian, English, German, Italian and in a
multilingual setting. A more detailed description and discussion of the task can
be found in [82].

3.3 Task 3: Persuasion Techniques

The goal of this task is to recognize and to classify the persuasion techniques
in multilingual news at the text-span level. In particular, we used the two-tier
persuasion techniques taxonomy introduced in SemEval 2023 Shared Task 3:
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Detecting the Genre, the Framing, and the Persuasion Techniques in Online
News in a Multi-lingual Setup [64]. At the top level of the taxonomy, there
are six coarse-grained techniques: attack on reputation, justification, simplifi-
cation, distraction, call, and manipulative wording. These six types are further
subdivided into 23 fine-grained techniques. The full definitions and examples are
provided in [65] and [63].

3.4 Task 4: Detecting the Hero, the Villain, the Victim in Memes

Memes, characterized by their diverse multimodal nature, are frequently used
to communicate intricate concepts on social media. However, this simplicity can
sometimes oversimplify intricate concepts, leading to the potentially harmful
content, often wrapped in humor. Identifying the narrative roles in memes is
crucial for in-depth semantic analysis, especially when examining their poten-
tial connection to harmful content such as hate speech, offensive material, and
cyberbullying [78]. The task aims to determine the roles of entities within memes,
categorizing them as a hero, a villain, a victim, or other in a multi-class classifi-
cation setting that considers systematic modeling of multimodal semiotics [79].

3.5 Task 5: Rumor Verification Using Evidence from Authorities

Several studies addressed rumor verification in social media by exploiting evi-
dence extracted from propagation networks or the Web [36,41,58]. However, find-
ing and incorporating evidence from authorities for rumor verification in Twitter
was proposed just recently [32]. In the previous edition of the lab, we offered the
task of Authority Finding in Twitter [37]; this year, we offered a follow-up task
with the objective of retrieving evidence from the timelines of authorities, and,
accordingly, deciding whether the rumors are supported, refuted, or unverifiable.
Task 5 is divided in two subtasks:

– Evidence Retrieval: Given a rumor expressed in a tweet and a set of author-
ities for that rumor, the system should retrieve evidence tweets posted by any
of those authorities. An evidence tweet is a tweet that can be further used to
detect the veracity of the rumor.

– Rumor Verification: Based solely on the evidence tweets retrieved by the
above subtask, determine if the rumor is supported (true), refuted (false), or
unverifiable (in case not enough evidence to verify it exists).

The task is offered in Arabic and English. Refer to [35] for a detailed overview.

3.6 Task 6: Robustness of Credibility Assessment with Adversarial
Examples

Task 6 [70] asks to assess the robustness of text classification for misinformation
detection. Automatic classifiers play an important role in many tasks in this
domain, both within and outside the fact-checking pipeline explored in this lab.



Overview of the CLEF-2024 CheckThat! Lab 33

Table 2. Task 1: Check-worthiness in multigenre content. Statistics about the
CT–CWT–24 corpus for all four languages.

Arabic English Spanish Dutch
Yes No Yes No Yes No Yes No

Train 2,243 5,090 5,413 17,087 3,128 16,862 405 590
Dev 411 682 238 794 704 4,296 102 150
Dev-test 377 123 108 210 509 4,491 316 350
Test 218 392 88 253 – – 397 603
Total 3,249 6,287 5,847 18,344 4,341 25,649 1,220 1,693

However, neural networks that often underpin such solutions have been shown
vulnerable to adversarial examples (AEs) – initially for image classification [84],
but later also for text classification [94] and, specifically, credibility assessment
[69]. The participants were provided with a full classification setup for several
domains (see Sect. 4.6), including training and attack data and three different
victim models (BiLSMT, BERT and adversarially trained RoBERTa). Their
goal was to find AEs by making small modifications to the text fragments in
the attack set, so that the original meaning is preserved, but a victim classifier
changes its decision. The quality of AEs was automatically assessed using the
BODEGA framework [69] and manually through an annotation effort [70].

4 Datasets

4.1 Task 1: Check-Worthiness Estimation

The dataset contains multigenre content in Arabic, English, Dutch, and Spanish.
For Arabic, it consists of tweets collected using keywords related to a variety of
topics including COVID-19, following the annotation schema in [4], and political
news from Arab countries. The test set includes tweets collected using keywords
relevant to the war in Gaza. The dataset for English consists of transcribed sen-
tences from candidates during the US Presidential election debates and anno-
tated by human annotators [6]. The Dutch datasets consists of tweets collected
at different moments in time and covering two topics. For training and devel-
opment, we reused the datasets from the 2022 edition whose target topic was
COVID-19 and vaccines, with messages spanning from January 2020 till March
2021. For testing, we collected 1k messages between January 2021 and December
2022 on climate change and its associated debate. The Spanish dataset consists
of tweets collected from Twitter accounts and transcriptions from Spanish politi-
cians, which are manually annotated by professional journalists who are experts
in fact-checking. Table 2 shows statistics for all languages and partitions.
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Table 3. Task 2: Subjectivity in News Articles. Dataset statistics for all five
languages.

Arabic Bulgarian English German Italian
obj subj obj subj obj subj obj subj obj subj

Train 905 280 406 323 532 298 492 308 1,231 382
Dev 227 70 59 47 106 113 123 77 167 60
Dev-test 363 82 116 92 116 127 194 97 323 117
Test 425 323 143 107 362 122 226 111 377 136
Total 1,920 755 724 569 1,116 660 1,035 593 2,098 695

4.2 Task 2: Subjectivity in News Articles

The dataset comprises sentences from news paper articles annotated with respect
to their subjectivity. Information regarding the annotation guidelines can be
found in [73]. The dataset included 2,675, 1,293, 1,776, 1,628 and 2,793 instances
in Arabic (see [83] for more detail), Bulgarian, English, German, and Italian,
respectively. Table 3 shows statistics. We provided two training sets for the mul-
tilingual scenario, one being a union of the training data for all languages offered
this year and one incorporating the data for the languages offered in 2023 (Ara-
bic, Dutch, English, Italian, German, and Turkish). The same holds for the
dev and dev-test sets being compiled as balanced datasets of 50 instances per
language. The test set included only data from the languages offered in 2024
consisting of 100 instances per language. The participants were free to choose
from the multilingual datasets, opening room for cross-lingual approaches.

4.3 Task 3: Persuasion Techniques

As training and development data, we used the corpus used in the SemEval
2023 task [64] which covers nine languages: English, German, Georgian, Greek,
French, Italian, Polish, Russian, Spanish. As regards test data, we created a new
dataset that covers five languages: Arabic, English, Bulgarian, Portuguese, and
Slovene. English is the only language for which training, development and test
data existed.

Detailed statistics about the training and development data are provided in
Table 4. For more detailed characteristics of these datasets, refer to [64] and [65].

The data from the testing partition of English, Bulgarian, Portuguese and
Slovene include articles about the Israeli-Palestine conflict and the Ukraine–
Russia war, among others.

4.4 Task 4: Detecting the Hero, the Villain, and the Victim
in Memes

We extended a previously existing dataset [80], which includes 6.9k labeled
memes. Additionally, we introduced a new test dataset of 500 instances for Bul-
garian, English, and code-mixed Hindi–English.
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Table 4. Task 3: Persuasion Techniques. Training, development and test dataset
statistics.

language Training Development Test
#documents #spans #documents #spans #documents #spans

English 536 9,002 54 1,775 98 2,599
French 211 6,831 50 1,681
German 177 5,737 50 1,904
Italian 303 7,961 61 2,351
Polish 194 3,824 47 1,491
Russian 191 4,138 72 944
Georgian – – 29 218
Greek – – 64 691
Spanish – – 30 546
Arabic – – 1,642 2,197
Bulgarian – – 100 1,732
Slovenian – – 100 4,591
Portuguese – – 104 1,727

4.5 Task 5: Rumor Verification Using Evidence from Authorities

The task dataset covers 160 rumors annotated with their corresponding 692
authority timelines, comprising about 34k annotated tweets in total. The rumors
were randomly selected from two existing datasets namely AuFIN [33] and
AuSTR [32], and the timelines were collected using the Academic Twitter search
API which facilitates collecting historical user timelines.1 Refer to [34] for more
details about our data construction process.

The data was collected and annotated originally in Arabic, and automatically
translated to English using GoogleTranslate.2 A random sample of translated
tweets (2,138 tweets comprising 6.3%), was manually validated to check the
quality and reliability. In total, 514 (24%) tweets were edited to correct errors and
inaccuracies, while 1,624 tweets (75.96%) remained unedited. More details about
our data annotation process are discussed in the task overview [35]. For both
Arabic, and English, we randomly split the data into 96 training, 32 development,
and 32 test examples.

1 https://developer.x.com/en/docs/twitter-api/tweets/search/api-reference/get-
tweets-search-all.

2 https://py-googletrans.readthedocs.io/en/latest/.

https://developer.x.com/en/docs/twitter-api/tweets/search/api-reference/get-tweets-search-all
https://developer.x.com/en/docs/twitter-api/tweets/search/api-reference/get-tweets-search-all
https://py-googletrans.readthedocs.io/en/latest/
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Table 5. Task 1 results on multigenre check-worthiness estimation. The F1
score is calculated with respect to the positive class. Shown are the top-10 submissions.

Arabic Dutch English

Team F1 Team F1 Team F1

1 IAI Group 0.569 1 TurQUaz 0.732 1 FactFinders 0.802

2 OpenFact 0.557 2 DSHacker 0.730 2 OpenFact 0.796

3 DSHacker 0.538 3 IAI Group 0.718 3 Fraunhofer SIT 0.780

4 TurQUaz 0.533 4 Mirela 0.650 4 Team_Artists 0.778

5 SemanticCUETSync 0.532 5 Zamoranesis 0.601 5 ZHAW_Students 0.771

6 Team_Artists 0.531 6 FC_RUG 0.594 6 SemanticCUETSync 0.763

7 Fired_from_NLP 0.530 7 OpenFact 0.590 7 SINAI 0.761

8 Madussree 0.530 8 HYBRINFOX 0.589 8 DSHacker 0.760

9 pandas 0.520 9 Team_Artists 0.577 9 IAI Group 0.753

10 HYBRINFOX 0.519 10 DataBees 0.563 10 Fired_from_NLP 0.745

4.6 Task 6: Robustness of Credibility Assessment With Adversarial
Examples

The task included data from five domains, each based on previously published
corpora associating text with expert-assigned credibility: style-based news bias
assessment (HN) [66], propaganda detection (PR) [17], fact checking (FC) [87],
rumor detection (RD) [31] and COVID-19 misinformation detection (C19) [52].
These were all converted into binary classification tasks—credible vs. non-
credible—and divided into training subset (for training victim classifiers) and
attack subset (for preparing AEs). BiLSTM- and BERT-based classifiers were
available throughout the task, while a surprise classifier (adversarially-trained
RoBERTa) was only released in the testing phase. See [70] for detail.

5 Results and Overview of the Systems

5.1 Task 1: Check-Worthiness Estimation

This is a binary classification task, and we measure the performance based on the
F1-score for the check-worthiness class. The baseline is computed by randomly
assigning a label from the label set to the test instance.

In Table 5, we report results for the best 10 teams for each languages. A
total of 13, 15 and 26 teams submitted systems for Arabic, Dutch, and English,
respectively. For all languages, the participating systems outperformed the base-
lines, except for one team in Arabic and two teams in Dutch. Across languages,
the performance was relatively higher for English, followed by Dutch.

Table 6 summarizes the approaches. Transformers were most popular. Some
teams used language-specific transformers, while others opted for multilingual
ones. Several teams also used large language models including variations of
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LLaMA, Mistral, Mixtral, and GPT. Standard preprocessing and data augmen-
tation were also very common. Below, we discuss the top-3 systems across all
languages. More details and descriptions of other systems can be found in [38].

Team IAI Group [1] trained several pre-trained language models (PLMs).
For English, RoBERTa-Large was fine-tuned, and for Dutch and Arabic, XLM-
RoBERTa and GPT-3.5-Turbo were fine-tuned.

Team OpenFact [77] fine-tuned DeBERTa and mDeBERTa models on mul-
tiple, curated versions of the dataset.

Team FactFinders [49] fine-tuned LLaMA2 7b on the training data using
prompts generated by Chat-GPT. They applied a 2-step data pruning technique,
including informativeness filtering and Condensed Nearest Neighbor undersam-
pling, which did not affect performance. They further explored Mistral, Mixtral,
Llama2 13b, Llama3 8b, and CommandR open-source LLMs. Mixtral achieved
the highest F1-score in the dev-test phase, followed by LLaMA2 7b.

Team Fraunhofer SIT [91] used adapter fusion combining a task adapter
with a Named Entity Recognition (NER) adapter, offering a resource-efficient
alternative to fully fine-tuned PLMs. This yielded the third place in the task.

Team DSHacker [28] conducted monolingual and multilingual experiments.
For the monolingual experiments, they fine-tuned BERT and optimized hyper-
parameters per language. For the multilingual experiments, they fine-tuned
XLM-RoBERTa-large and optimized hyper-parameters on the entire dataset or
after excluding the Spanish data. Additionally, they leveraged GPT-3.5-turbo
and GPT-4 for each language with few-shot prompting.

Team TurQUaz [12] developed different models for each language. For Ara-
bic and English, they combined a fine-tuned RoBERTa model with in-context
learning (ICL) using multiple different instruct-tuned models. The aggregation
method varied between the Arabic and English datasets. For Dutch, they solely
relied on in-context learning.

5.2 Task 2: Subjectivity in News Articles

A total of fifteen teams participated in this task, submitting 36 valid runs. Seven
teams submitted valid runs for more than one language, with three teams par-
ticipating in all six language settings, including the multilingual one. All teams
participated in the English subtask. Table 7 shows the results achieved by the
top-3 ranking teams for each language. We can see that, for most languages, at
least one or two teams achieved rankings above the baseline, with the exception
of Bulgarian. The best results were achieved for Italian and German, followed
by English. For Arabic, none of the teams achieved a macro F1 score above 0.50.
The team with the most stable results across languages was nullpointer [11]:
with the exception of the English subtask, they always ranked among the top-3
teams.

All teams used neural networks, with transformer-based models being
the most frequent choice. Some teams used language-specific monolingual
transformer models, others chose multilingual models and some teams used
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Table 6. Task 1: Overview of the approaches. The numbers in the language box
refer to the position of the team in the official ranking. Data aug: Data augmentation.
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Aqua_Wave [10] 26 � � �

Checker Hacker [14] 14 �

CLaC [29] 25 � �

DataBees [81] 12 10 18 � � � � � � � �

DSHacker [28] 3 2 8 � � � �

FactFinders [49] 1 � � � �

FC_RUG [92] 6 �

Fired_from_NLP [15] 7 12 10 � � �

Fraunhofer SIT [91] 3 �

HYBRINFOX [23] 10 8 12 � � �

IAI Group [1] 1 3 9 � � � �

JUNLP [76] 14 11 22 � �

Mirela [20] 11 4 16 � �

OpenFact [77] 2 7 2 �

pandas [85] 9 15 21 � �

SemanticCUETSync [60] 5 16 6 � � �

SINAI [89] 7 � � � �

SSN-NLP [27] 13 � � � � � �

Team_Artists [53] 6 9 4 � � � � �

Trio_Titans [67] 19 � � � �

TurQUaz [12] 4 1 11 � � � � � �

Table 7. Task 2: results on subjectivity classification in news articles in
terms of macro F1. Shown are the top-3 submissions per language.

Rank Team F1 Rank Team F1 Rank Team F1

Arabic Bulgarian German

1 IAI Group 0.495 1 (baseline) 0.753 1 nullpointer 0.791
2 nullpointer † 0.491 2 nullpointer 0.717 2 IAI Group 0.730
3 (baseline) 0.485 3 HYBRINFOX 0.715 3 (baseline) 0.699

English Italian Multilingual

1 HYBRINFOX 0.744 1 JK_PCIC_UNAM 0.792 nullpointer* 0.712
2 ToniRodriguez 0.737 2 HYBRINFOX 0.784 1 HYBRINFOX 0.685
3 SSN-NLP 0.712 3 nullpointer 0.743 2 (baseline) 0.670

3 IAI Group 0.629
† Team involved in the preparation of the data.
* Submitted after the official deadline.
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English models in combination with automatic translation. An overview of the
approaches is given in Table 8. More details can be found in [82].

Team HYBRINFOX [13] evaluated an ensemble combining a RoBERTa-
based encoder, a SentenceBERT encoder, and lexical features. The RoBERTa
and SentenceBERT embeddings were concatenated with subjectivity scores
extracted from a rule-based expert system based on the VAGO [42] lexical
database. These scores covered text aspects such as vagueness, subjectivity,
detail, and objectivity. The enriched embeddings were then fed into the down-
stream classifier. Regarding training, only the RoBERTa model was fine-tuned,
while the SentenceBERT model weights were frozen. The authors used machine
translation via DeepL for all non-English sub-tasks.

Team IAI Group [1] experimented with the multilingual XLM-RoBERTa
for all sub-tasks. They fine-tuned the model for each specific language.

Team JK_PCIC_UNAM [74] used a BERT-based classifier for English
and Italian. They fine-tuned two distinct BERT classifiers, each tailored to a spe-
cific language. In each classification setting, they enriched BERT-based embed-
dings with linguistic features, including the number of nouns, adverbs, and feeling
probabilities from input texts.

Team nullpointer [11] fine-tuned a BERT-based classifier for Arabic, Bul-
garian, English, German, and Italian. They used a custom pre-processing
pipeline where emojis, user mentions, and URLs were removed. The BERT
model, initially pre-trained for sentiment analysis, was fine-tuned for each spe-
cific language, where the sentiment labels output by the model were mapped to
subjectivity labels. They handled class imbalance, and translated all non-English
data to English.

Team SSN-NLP [68] compared traditional ML classifiers like K-NN and
Random Forests to DL models like LSTMs, GRUs, and transformers for English.
They used a custom pre-processing pipeline in which sentences are tokenized
using the NLTK tool, and part-of-speech (POS) tags corresponding to retrieved
tokens are added as additional features. Their best-performing model fine-tuned
a RoBERTa-based classifier enriched with POS features concerning subjectivity
and objectivity.

Team ToniRodriguez [88] fine-tuned two multilingual transformer-based
classifiers, and XLM-RoBERTa, on English, German, and Italian datasets. Even-
tually, the mDeBERTa-v3 model was chosen as the best-performing one. Lastly,
they applied zero-shot cross-lingual transfer to Arabic and Bulgarian.

5.3 Task 3: Persuasion Techniques

This was a multi-label multi-class sequence tagging task. To measure the perfor-
mance of the systems, we modified the standard micro-averaged F1 to account
for partial matching between the spans. In addition, an F1 value is computed
for each persuasion technique.

Baseline. We opted for the most natural way to solve both a span identification
task with a multi-label classification task: to treat it as a token classification
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Table 8. Task 2: Overview of the approaches. The numbers in the language box
refer to the position of the team in the official ranking.
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Checker Hacker [93] 4 � �

ClaC-2 [29] 14 � �

eevvgg [24] 8 � �

FactFinders 7 �

HYBRINFOX [13] 1 6 3 1 4 2 � � � � �

IAI Group [1] 3 1 4 15 2 5 � �

Indigo [75] 10 � �

JK_PCIC_UNAM [74] 5 1 � �

JUNLP [76] 7 5 13 � �

nullpointer [11] - 2 2 1 9 3 � �

SemanticCUETSync [60] 4 12 � �

SINAI 6 �

SSN-NLP [68] 3 � �

ToniRodriguez [88] 5 2 � � � � �

Vigilantes 8 �

- The run was submitted after the official deadline, therefore not part of the official
ranking.

problem, i.e., for each token, we predicted the classes with a given probability
threshold, and then merged adjacent tokens with the same class in a single span.

Table 9 overviews the approaches, including the baseline. Only two teams
submitted runs during the test phase (the organizers added a post competition
submission), and two teams submitted system description papers. As shown in
the table, the teams mostly fine-tuned transformer-based models, including data
augmentation. In Table 10, we report participants results.

Team UniBO participated in all languages and ranked first in all but Arabic.
Team Mela participated only in Arabic and was the top-ranked system, showing
a significant improvement compared to other teams and the baseline.

In order to provide a meaningful comparison with state-of-the-art, we (the
organizers) provided evaluation figures (after the competition) of a multi-lingual
token-level multi-label classifier of persuasion techniques (referred to in the
table with evaluation results with PersuasionMultiSpan) based on XML-
RoBERTa [16], trained on the SemEval 2023 corpus [59,65], and whose per-
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Table 9. Task 3: Overview of the approaches.

Team Language Models Misc
Ar Bg En Pt Sl mBERT DeBERTa Data aug

Mela 1 �

UniBO 2 2 1 2 2 � �

Table 10. Task 3: Results on persuasion techniques span identification. The team
marked with * is a post competition experiment from the organizers.

Rank Team F1 micro F1 macro Rank Team F1 micro F1 macro

English Portuguese

1 UniBO 0.092 0.061 PersuasionMultiSpan* 0.132 0.120

PersuasionMultiSpan* 0.078 0.086 1 UniBO 0.107 0.073

2 Baseline 0.009 0.001 2 Baseline 0.002

Bulgarian Slovenian

PersuasionMultiSpan* 0.132 0.128 PersuasionMultiSpan* 0.153 0.127

1 UniBO 0.114 0.081 1 UniBO 0.123 0.075

2 Baseline 0.009 0.002 2 Baseline 0.003 0.002

Arabic

1 Mela 0.301 0.080

2 UniBO 0.108 0.068

PersuasionMultiSpan* 0.028 0.059

3 Baseline 0.021 0.006

formance on the SemEval 2023 competition [64] data oscillates around 1–3 rank
across languages.

Team UniBO [25] proposed a system consisting of a two-part pipeline for
text processing and classification. The first part was a data augmentation mod-
ule using a BERT-based model fine-tuned for word alignment to project labels
from source texts onto machine-translated target texts. The second part was
a persuasion technique classification module, using two fine-tuned BERT-based
models: a sequence classifier for detecting sentences with persuasion techniques
and a set of 23 token-level classifiers for identifying specific techniques.

Team Mela [54] proposed a multilingual BERT-based system that incorpo-
rates both English and Arabic knowledge during its pre-training stage.

5.4 Task 4: Detecting the Hero, the Villain, the Victim in Memes

Baselines: We built a text-only system using DeBERTa (large) [40] as a baseline
for this task. Due to the inherent complexity of the task, this system achieved an
F1 score of 0.58, which is competitive to previous multimodal systems [80]. For
evaluation, we used F1-measure. Two role-label experts annotated each official
test set, overseen by a consolidator following guidelines from previous work [80].

Unfortunately, there were no participants in this task. However, the test sets
produced as part of the Lab can be obtained from the task website.
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5.5 Task 5: Rumor Verification Using Evidence from Authorities

In this section, we present our adopted baselines, and give an overview of the
participating systems. Finally, we discuss the evaluation results.

Baselines: We adopted KGAT [50], a SOTA model for fact-checking. We fine-
tuned both its evidence retrieval and rumor verification models on the FEVER
English fact-checking dataset [86] following the authors setup but using multi-
lingual BERT (mBERT) [19]. We then tested it on our Arabic and English test
data as baselines for Arabic and English, respectively.

Evaluation Measures: To measure the ability of the system to retrieve evi-
dence tweets higher in the list, we adopted the standard information retrieval
rank-based measure Mean Average Precision (MAP) as the official evaluation
measure, and we report Recall@5 (R@5). For rumor verification, we used the
Macro-F1 to evaluate the classification of the rumors. Additionally, we consid-
ered a Strict Macro-F1 where the rumor label is considered correct only if at
least one retrieved authority evidence was correct.

Systems Overview: A total of 3 and 5 teams submitted 5 and 11 runs3 for Ara-
bic and for English, respectively, out of which 2 teams made submissions for both
languages. For Arabic, the participating teams either fine-tuned existing SOTA
models for fact-checking on the task shared data (bigIR), or adopted a zero-
shot setup using existing models (IAI Group and SCUoL). bigIR fine-tuned
KGAT [50] and MLA [46] but used MARBERTv2 [2] as the backbone model.
IAI Group used ColBERT-XM [51] or cross-encoders for evidence retrieval,
then leveraged the xlm-roberta-nli, a RoBERTa model pre-trained with a com-
bination of Natural Language Inference (NLI) data in multiple languages [16] for
rumor verification. Differently, SCUoL focused solely on the rumor verification
subtask. They leveraged an Arabic content-based fact checking system [5], where
they passed the rumor tweet to the system to get the veracity label.

For English, multiple approaches were adopted by the participating teams.
AuthEv-LKolb [45] and Axolotl [61] used a lexical model for evidence
retrieval, and used LLMs for rumor verification where they adopted Ope-
nAI’s GPT-4 assistant and Llama3 8B, respectively. bigIR fine-tuned two
SOTA BERT-based models for fact-checking [46,50] for both subtasks. Differ-
ently, DEFAULT [3] formulated the task as retrieval-augmented classification
and jointly trained the rumor verification classifier and the evidence retriever.
A zero-shot setup was adopted by IAI Group, who used either ColBERT or
cross-encoders for evidence retrieval and then exploited a RoBERTa pre-trained
to NLI task data for rumor verification.

Evidence Retrieval Evaluation: For Arabic, as presented in Table 11, 2 teams
outperformed the baseline by a margin. The bigIR team’s primary model fine-
tuned on the task data outperformed all models in terms of all evaluation mea-
sures. We observe that although IAI Group adopted a zero-shot approach, it

3 Each team was allowed to submit up to three runs per language.
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Table 11. Task 5: Evidence retrieval (Arabic) official results in terms of MAP and
Recall@5. The teams are ranked by the official evaluation measure MAP. Submissions
with a + sign indicate submissions by task organizers.

Rank Team (run ID) MAP Recall@5

1 bigIR+ (bigIR-MLA-Ar) 0.618 0.673
2 IAI Group (IAI-Arabic-COLBERT) 0.564 0.581

Baseline 0.345 0.423
3 SCUoL (SCUoL) – –

Table 12. Task 5: Evidence retrieval (English) official results in terms of MAP and
Recall@5. The teams are ranked by the official evaluation measure MAP. Submissions
with a + sign indicate submissions by task organizers.

Rank Team (run ID) MAP Recall@5

1 bigIR+ (bigIR-MLA-En) 0.604 0.677
2 Axolotl (run_rr = llama_sp = llama_rewrite = 3_boundary = 0) 0.566 0.617
3 DEFAULT (DEFAULT-Colbert1) 0.559 0.634
4 IAI Group (IAI-English-COLBERT) 0.557 0.590
5 AuthEv-LKolb (AuthEv-LKolb-oai) 0.549 0.587

Baseline 0.335 0.445

outperformed the baseline by a margin. As shown in Table 12, for English all
the submitted runs outperformed our baseline. We observe that the models fine-
tuned on our task data, bigIR-MLA-En and DEFAULT-Colbert1 runs, got the
1st and 3rd places respectively. The results also highlight that although Axolotl’s
run achieved a 2nd position, bigIR outperforms it by a big margin.

Rumor Verification Evaluation: As presented in Table 13, for Arabic IAI
Group’s primary run outperformed all others significantly, although adopting a
zero-shot approach. The results highlighted that even the bigIR model fine-tuned
on the task data could not achieve comparable results to the best-performing
model. Moreover, the bigIR model outperformed the baseline on Macro F1 only,
but could not beat it in terms of Strict Macro F1. This could be attributed to the
small number of training examples: 96 rumors only. Finally, the run submitted
by the SCUol team performed better than the baseline, although not considering
the authority evidence.

For English, as presented in Table 14, only 2 teams were able to outperform
the baseline, AuthEv-LKolb and Axolotl, who adopted LLMs: GPT4 and Llama
respectively. The results highlight that the models adopting a fine-tuning setup
(bigIR and DEFAULT models), or zero-shot setup using pre-trained language
models (IAI group model) could not outperform the baseline. We can conclude
that, adopting LLMs can perform well on the verification task with Macro F1 of
0.895. However, further investigation is required to compare their performance
against models fine-tuned on the task data but with a large number of rumors.
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Table 13. Task 5: Rumor verification (Arabic) official results in terms of Macro F1,
and Strict Macro F1. The teams are ranked by the official evaluation measure Macro
F1. Submissions with a + sign indicate submissions by task organizers.

Rank Team (run ID) m-F1 Strict m-F1

1 IAI Group (IAI-Arabic-COLBERT) 0.600 0.581
2 bigIR+ (bigIR-MLA-Ar) 0.368 0.300
3 SCUoL (SCUoL) 0.355 –

Baseline 0.347 0.347

Table 14. Task 5: Rumor verification (English) official results in terms of Macro F1,
and Strict Macro F1. The teams are ranked by the official evaluation measure Macro
F1. Submissions with a + sign indicate submissions by task organizers.

Rank Team (run ID) m-F1 Strict m-F1

1 AuthEv-LKolb (AuthEv-LKolb-oai) 0.879 0.861
2 Axolotl (run_rr = llama_sp = llama_rewrite = 3_boundary = 0) 0.687 0.687

Baseline 0.495 0.495

3 DEFAULT (DEFAULT-Colbert1) 0.482 0.454
4 bigIR+ (bigIR-MLA-En) 0.458 0.428
5 IAI Group (IAI-English-COLBERT) 0.373 0.373

5.6 Task 6: Robustness of Credibility Assessment With Adversarial
Examples

Task 6 received six submissions from the following teams: OpenFact [47], Text-
Trojaners [30], TurQUaz [18], Palöri [39], MMU_NLP [72], and SINAI [89].
Table 15 shows the results of automatic evaluation: the teams are ranked accord-
ing to BODEGA score [69], averaged over all victims and domains. It also
includes two previous solutions, evaluated in the same scenario: DeepWordBug
[26] and BERT-ATTACK [48], each delivering good AEs in some misinformation
scenarios [69]. However, here the former is easily outperformed by all submitted
solutions, and the latter by most.

The table also includes information about the submitted solutions. Virtually
all approaches target specific words that are likely to matter for the outcome,
usually by probing the victim or relying on their features. The search methods
used in this task include the BERT-ATTACK search method (MMU, Palöri,
TextTrojaners, OpenFact), feature importance methods such as LIME (TextTro-
janers), Genetic Algorithm (TurQUaz), brute force (SINAI), and using LLMs to
suggest words to attack (TurQUaz).

Next, the candidate tokens are changed at the character- or word-level, but
other modifications are also present. The best solutions are also tuned for the
specific victim and/or domain.

The methods of replacement used include homoglyphs (MMU, TurQUaz,
SINAI), generating words using a masked language model (TextTrojaners,
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Table 15. Task 6: Results including the participating teams, BERT-ATTACK (B-A)
and DeepWordBug (DWG), ranked according to average BODEGA score, as well as
features of specific techniques.

# Team Score Change level Word targeting Tuning Other
Char. Word Other

1. OpenFact 0.7458 � � � victim/features � custom rules
2. TextTrojaners 0.7074 � victim/features � beam search
3. TurQUaz 0.4859 � � genetic
4. Palöri 0.4776 � victim
5. MMU_NLP 0.3848 � none homoghlyphs
6. SINAI 0.3507 � � � SHAP+KeyBERT

- B-A 0.4261
- DWG 0.2682

OpenFact), the BERT-ATTACK replacement method (OpenFact, Palöri), word
embedding similarity (OpenFact, Palöri), and LLM paraphrasing (TurQUaz).

An experimental manual evaluation was conducted to identify attack samples
where the meaning was preserved from a human perspective. We selected 100
fact-checking task samples that successfully flipped the prediction of the victim
classifier from each team. All samples were annotated anonymously.

During the process, two annotators evaluated each sample (the average pair-
wise annotator agreement was 0.59 in Cohen’s Kappa), and a third annotator
was introduced to resolve conflicts. The fully annotated dataset will be avail-
able soon after removing all personal identifiers. The results, showing the per-
centage of attack samples with preserved meaning, are as follows: SINAI: 99%,
MMU_NLP: 96%, TurQUaz: 62%, Palöri: 14%, OpenFact: 11%, TextTrojan-
ers: 7%. Based on manual evaluation results, the most successful method that
preserves the meaning in this task is the homoglyphs method.

The manual evaluation of the FC results showed some discrepancies compared
to the automatic evaluation of the whole task. This discrepancy might have been
partly due to the manual evaluation not considering the attack’s success rate.
We plan to explore ways to combine both scores in the evaluation process.

6 Conclusion and Future Work

We presented the 2024 edition of the CheckThat! lab, which was once again
one of the most popular CLEF labs, attracting a total of 46 active participating
teams. This year, CheckThat! offered six tasks in fifteen languages (Arabic,
Bulgarian, English, Dutch, French, Georgian, German, Greek, Italian, Polish,
Portuguese, Russian, Slovene, Spanish, and code-mixed Hindi-English).

Task 1 focused on determining the check-worthiness of an item, whether it
is a text or a combination of a text and image. Task 2 asked to predict the
subjectivity or the objectivity of sentences. Task 3 aimed at identification of the
use of persuasion techniques. Task 4 detection of hero, villain, and victim from
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memes. Task 5 Rumor Verification using Evidence from Authorities (a first), and
Task 6 robustness of credibility assessment with adversarial examples (a first).

For Task 1, most teams used pre-trained models (PLMs) and Large Lan-
guage Models (LLMs). For Task 2, most teams relied on transformers, and some
experimented with data augmentation or features like emojis and part-of-speech
tags for classifying subjective sentences. For Task 3, the most successful team
fine-tuned a multilingual transformer model. For Task 5, the results showed that
the evidence retrieval models fine-tuned on the task data is the best performing
models, while only the models adopting LLMs managed to outperform the rumor
verification baseline. The results of Task 6 highlight the challenges of automatic
evaluation, where established approaches obtain the highest quality score, but
human annotators preferred homoglyph-based solutions.
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Abstract. ELOQUENT is a set of shared tasks for evaluating the qual-
ity and usefulness of generative language models. ELOQUENT aims to
apply high-level quality criteria, grounded in experiences from deploy-
ing models in real-life tasks, and to formulate tests for those criteria,
preferably implemented to require minimal human assessment effort and
in a multilingual setting. The tasks for the first year of ELOQUENT
were (1) Topical quiz, in which language models are probed for topical
competence; (2) HalluciGen, in which we assessed the ability of mod-
els to generate and detect hallucinations; (3) Robustness, in which we
assessed the robustness and consistency of a model output given vari-
ation in the input prompts; and (4) Voight-Kampff, run in partnership
with the PAN lab, with the aim of discovering whether it is possible to
automatically distinguish human-generated text from machine-generated
text. This first year of experimentation has shown—as expected—that
using self-assessment with models judging models is feasible, but not
entirely straight-forward, and that a a judicious comparison with human
assessment and application context is necessary to be able to trust self-
assessed quality judgments.

Keywords: Generative language models · LLM · Shared task ·
Self-assessed quality · Evaluation

1 Introduction

Generative language models (“LLMs”) as a foundational component in an infor-
mation system are able to handle a broad variety of input data robustly and
elegantly, and are able to provide appropriately creative generated output to fit
a broad range of application situations and the preferences of a diverse user pop-
ulation. An information service with a generative language model can be built
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to provide a flexible low threshold conversational interface for its users: there
is considerable interest to put generative language models to use in productive
practical applications, across domains, sectors of society, languages, and cultural
areas.

The ELOQUENT lab is intended to probe the quality of a generative lan-
guage model, and to do this by addressing specifically such quality issues that are
raised at the deployment time when a model is included in a system for produc-
tive downstream tasks. The lab also intends to explore the reliability of system
self-assessment of model quality using other models or even the same model,
and to reduce the dependence of human-assessed gold standard data sets. Using
language models for assessment purposes is currently being explored for e.g. rel-
evance judgements [10], and we expect to see strides taken in this direction, to
explore what, if any, systematic differences can be found between automatic and
human quality assessments.

This first year of the ELOQUENT lab for evaluating generative language
model quality, we present four experimental tasks. To test (a) topical competence,
we have defined the Topical Quiz task for models to self-assess their knowledge of
various topics. The focus of the task is to assess the reliability of such self-testing.
To test (b) model hallucinations, we defined the HalluciGen task to explore if
and how models can detect and even generate hallucinated paraphrases and
translations. To test (c) consistency of output in face of semantically equivalent
but stylistically varied input, we defined the Robustness task where the similarity
of the output for similar prompts is assessed. To test (d) detection capacity of
machine-generated (as opposed to human-authored) text we defined the Voight-
Kampff task where participating models were used to generate texts which were
submitted to the PAN lab for classification as human-authored vs machine-
generated.

These four quality characteristics are at the forefront of current discussions
of reliability and trustworthiness of generative language models and the systems
built to make use of such models. The four ELOQUENT tasks are all designed
to be assessable using generative models, to be straightforward and simple to
execute, and to require little human assessment effort.

ELOQUENT received 55 registration sign-ups for teams to participate in var-
ious subsets of the four tasks. Of these, 8 teams submitted experiment results.
This is a high attrition rate, and we will poll the participants to find out what
might increase the likelihood of participants completing and submitting experi-
ments.

2 Task 1: Topical Quiz

A generative language model in practical application will in most envisioned
use cases be expected to stay within given task-appropriate topical boundaries,
to generate material restricted to the domain it is employed to work within,
and to have competence in the terminology and conventions of that domain.
Examples of relevant topical domains could be business domains, such as finance
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Fig. 1. A sample topic for the Topical Quiz task and a sample quiz question by
Reindeer-Poro; responses by Reindeer-Poro, Reindeer-Mistral, and GPT-SW3; and
scores for the responses as given by Reindeer-Poro, Reindeer-Mistral, GPT-SW3, and
GPT-4o

[29] or healthcare [26], or even recreational activities such as sailing or basketball,
ranging to differences in how a topic is treated differently across linguistic and
cultural areas or in specific demographic groups.

The topical quiz task intends to answer to the need for verifying a model’s
understanding of an application domain of interest. The task is defined for a sys-
tem to generate a topical quiz for some given topic; to respond to such quizzes,
including the one it has generated itself; and to score responses to quizzes numer-
ically from 1 to 10. Every participating team was given a list of topics, shared
as a JSON structure, and asked to use their system or systems to generate a set
of questions for each topic. The dataset includes a suggested prompt string, but
participants were free to reformulate the string to fit their model or system. The
generated questions were submitted in a prescribed JSON structure by the par-
ticipants through a submission form. These question structures were shared back
to the participants for them to use their systems to generated responses to the
questions. The generated responses were then again submitted in a prescribed
JSON structure by the participants using a submission form. These responses
were then scored 1–10 by four systems: Reindeer-Poro, Reindeer-Mistral, GPT-
SW3, and GPT-4o. An example topic with responses and scores is shown in
Fig. 2.

The task had 27 registered participant teams. Three teams submitted quizzes,
with two teams submitting responses. The teams used Poro [16], Mistral [12]
(for team"Reindeer" [20]), GPT-SW3 [9], and a modular RAG approach [11]
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(for team Verbanex). This rather limited set of submitted data does not provide
us with support to use the originally planned fairly elaborate scoring scheme,
comparing the correlation of scoring across systems and the reliability of the
self-scoring of a system to scores others do.

The quizzes generated by the systems are of varying quality, but mostly
quite acceptable. The responses are somewhat more varied, since in some cases,
some of the systems failed to generate any response at all but instead repeated
the questions, descended into a generative loop, or gave an overall summary of
the question set instead of responding to them. Scoring questions clearly was
the most demanding task, since even instruction trained models struggle with
processing lists of items and assessing them in turn. A sample question for one of
the topics is given in Fig. 1 together with responses from three systems and scores
for those responses by the systems themseles and GPT-4o. The scores are high
and vary in fair consensus across the scoring systems for this specific question,
with no clear preference exhibited for own answers. This is not as clearly the
case for questions where there is a larger discrepancy in topical competence.
Another example is given in Fig. 2 where the responses to the question “What
are the major rules and regulations changes in the NBA this season?” are quite
different from each other and in many cases factually erroneous in that they
disregard the “this season” specification and take up rule changes from previous
seasons. The self-assessed scoring in this case is unreliable, limited by the actual
topical competence of the system doing the scoring, and appears to be based
more on the appearance of competence and clarity of expression rather than
factual correctness.

A more comprehensive exposition of responses and their scoring is given in
the task-specific overview paper.

Fig. 2. A second more topically demanding sample topic for the Topical Quiz task and
a sample quiz question by Reindeer-Mistral; responses by Reindeer-Poro, Reindeer-
Mistral, and GPT-SW3; and scores for the responses as given by Reindeer-Poro,
Reindeer-Mistral, GPT-SW3, and GPT-4o
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3 Task 2: HalluciGen

Detecting hallucinations in LLM output may be difficult for humans in certain
settings. For example, in the question answering scenario, someone who asks
an LLM a question about a domain with which they are unfamiliar might not
be able to detect the presence of hallucinated content in the answer output
by the model. In the cross-lingual setting the problem may become even more
severe. For example, if the LLM is used to translate from or into a language
that the human user does not comprehend well, they may be completely unable
to identify hallucinations in the translation output. Models that humans will
interact with should therefore be rigorously tested with respect to hallucination,
prior to deployment.

In the HalluciGen task we aim to discover whether LLMs have an internal
representation of hallucination – that is, can they be used to both generate
and detect hallucinated content? Taking this a step further, we also explore the
viability of using LLMs in a cross-evaluation setting, where one LLM is used to
evaluate the output of another [17,23].

The first year of HalluciGen is focused on the development of models that
are able to evaluate hallucination. Our task investigates the hallucination phe-
nomenon in two downstream scenarios: (i) Paraphrase Generation (PG):
given a source sentence, the model is instructed to produce an accurate para-
phrase. For this scenario we include two languages: English and Swedish (en/sv);
and (ii) Machine Translation (MT): given a sentence in a source language,
the model is instructed to translate it into the target language. For this scenario
we include two language pairs: English-German (en⇔de) and English-French
(en⇔fr), for both translation directions. For each of the scenarios there are two
steps:

– Generation: Given a source sentence, the model should generate two
hypotheses, one that is a correct paraphrase/translation of the source (hyp+)
and one that is a hallucinated paraphrase/translation of the source (hyp−).

– Detection: Given a source sentence and two paraphrase/translation
hypotheses (hyp1 and hyp2), the model should detect which of the two con-
tains a hallucination, i.e. contradicts the source.

As an additional challenge, we also perform the detection step in a cross-model
setting, where the participant models perform the detection step on the model
outputs from the generation step.

3.1 Datasets

For each of the two scenarios, i.e. paraphrase generation or machine transla-
tion, we construct a dataset with the following fields: a source sentence, a cor-
rect hypothesis of the source, a hallucinated hypothesis of the source, and the
type of hallucination demonstrated in the hallucinated hypothesis. Our datasets
include hallucinations of the following categories: addition, named-entity, num-
ber, conversion, date, gender, pronoun, antonym, tense, negation, and natural
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hallucinations. With the exception of tense and negation, the rest of the hallu-
cination types are identical to the type of translation errors identified in ACES
[2]. All datasets are available on Huggingface.1 The process of dataset creation
for each scenario is briefly described below.

Machine Translation. For the translation scenario we leveraged ACES [2], a
challenge set for evaluating the performance of Machine Translation (MT) met-
rics on a range of translation accuracy errors. Note that each ACES example
already contains all of the components required for the HalluciGen dataset. For
the tense and negation categories, which do not exist in ACES, we constructed
examples from the PAWS-X dataset [30] of adversarial paraphrases using auto-
matic and semi-automatic methods similar to those used for constructing the
ACES challenge sets. From the combined ACES and negation and tense exam-
ples, we selected 100 examples for each language direction. Examples are selected
in order to provide as close to a uniform selection across categories as possible.
Note that due to the unbalanced coverage of examples in ACES, some categories
are underrepresented or absent for some language directions.

Paraphrase Generation. For the English paraphrase scenario, we sampled
138 examples from the SHROOM training data for the paraphrase generation
subtask [18]. Each example consists of a source sentence accompanied with a
machine-generated paraphrase hypothesis. For the Swedish paraphrase scenario,
we used a subset of the SweParaphrase test data [4] and the Swedish part of the
Finnish paraphrase corpus [14]. After sampling 139 sentence pairs in total, we
generated a paraphrase hypothesis for the first sentence of each example, using
Mixtral 7B [13] or GPT-SW3 6.7B [8]. Both paraphrase datasets were then anno-
tated in two steps. The first step was to decide if the generated hypothesis was
a hallucination of the source or not, given the definition of the hallucination
phenomenon in our task. If yes, then we marked the hypothesis as hallucination
(hyp+) and then assigned a suitable hallucination type as a second annotation
step. If the hypothesis was marked as not hallucination (hyp−), then we con-
structed a hallucination manually based on one of the hallucination categories
available.

1 https://huggingface.co/datasets/Eloquent/HalluciGen-PG
https://huggingface.co/datasets/Eloquent/HalluciGen-Translation.

https://huggingface.co/datasets/Eloquent/HalluciGen-PG
https://huggingface.co/datasets/Eloquent/HalluciGen-Translation
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Table 1. Participant systems by task and scenario (PG and MT), including the lan-
guages or language pairs for which output was submitted. The double-direction arrows
“⇔” indicates participant submissions for a language pair in both directions

LLM System Detection Generation Cross-Model
evaluation

Participant Group 1 (Bui et al.)
google/gemma-7b-it PG (en/sv)

MT (en⇔de)
MT (en⇔fr)

PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

gpt-3.5-turbo PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

gpt-4 PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

– MT (en⇔de)
MT (en⇔fr)

gpt-4-turbo PG (en/sv) – PG (en/sv)
meta-llama/Meta-
Llama-3-8B-Instruct

PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

PG (en)
MT (en⇔de)
MT (en⇔fr)

PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

meta-llama/Meta-
Llama-3-8B

PG (en/sv) – –

Majority vote (A) on:
google/gemma-7b-it
meta-llama/Meta-
Llama-3-8B-Instruct
gpt-3.5-turbo
gpt-4-turbo

PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

– PG (en/sv)

Majority vote (B) on:
google/gemma-7b-it
meta-llama/Meta-
Llama-3-8B-Instruct
gpt-3.5-turbo
gpt-4

– – PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

Participant Group 2 (Abburi)
Majority voting of
finetuned LLMs

PG (en/sv)
MT (en⇔de)
MT (en⇔fr)

- -

Participant Group 3 (Siino & Tinnirello)
TheBloke/Mistral-7B-
Instruct-v0.2-GGUF

PG (en/sv) – –
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3.2 Baseline Models

We provide at least one baseline for each downstream scenario and task step.
Starting from the paraphrase scenario, we use Mixtral-8x7B-Instruct-v0.1,
the instructed variant of the Mixtral LLM [13], for the generation step in both
languages, and gpt-sw3-6.7b-v2 [8] as an additional baseline for Swedish. For
the detection step we test several models. The first is Llama-2-7b-chat-hf
[27]2. This model, although English-centric has been trained on smaller amounts
of data for other languages, including Swedish. All prompts used for the LLM
baselines for the paraphrase scenario can be found in Appendix A, Table 10. The
second and third baselines for the detection step are not Generative LLMs, but
Transformer-Encoder LMs that are specifically fine-tuned for the Natural Lan-
guage Inference (NLI) task: bge-m3-zeroshot-v2.0 [15] for both English and
Swedish hallucination detection, and scandi-nli-large [21]3 as an additional
baseline for Swedish. To determine which of the the two hypotheses (hyp1/hyp2)
contains a hallucination, we predicted “entailment” and “not_entailment” class
scores between the source sentence and each one of the hypotheses.

For the translation scenario, the Llama2 [27] 7B-chat model serves again as
a baseline for the generation and detection steps. This model is able to perform
cross-lingual tasks such as translation, despite having seen only small amounts
of data from other languages (including French and German). We test separate
prompts for each step and all of them can be found in Appendix A, Table 11.
In addition to Llama2, we again employ bge-m3-zeroshot-v2.0 [15] to create
detection step baselines for all language pairs and directions. This uses the same
model and process detailed in Paraphrase scenario section.

3.3 Participant Submissions

In total, we received outputs from 10 systems submitted by 3 different groups
which included varying numbers of participants. Table 1 provides an overview of
the submitted systems. Participant group 1 (Bui et al.) [7] submitted systems
for all steps and all languages for both the paraphrase and translation scenarios.
They applied zero-shot prompting for a range of pre-trained LLMs, and ensem-
bled combinations of these models to produce majority voting systems. Partici-
pant group 3 (Siino & Tinnirello) [24] submitted systems for the detection step
of the paraphrase scenario only. They used Mistral-7B-Instruct-v0.2 with
few-shot prompting, providing the complete set of examples (either English or
Swedish depending on the language in focus) from the trial data set as part of
the prompt. Participant group 2 (Abburi) submitted systems for the detection
step for both the paraphrase and translation scenarios. Unfortunately, as they
did not submit a paper to CLEF 2024, we know little about their system other
than it uses majority voting across multiple fine-tuned LLMs.

2 https://huggingface.co/meta-llama/Llama-2-7b-chat-hf.
3 https://huggingface.co/alexandrainst/scandi-nli-large.

https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/alexandrainst/scandi-nli-large
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3.4 Evaluation Methodology

Detection Step. For the detection step, the submitted systems are evalu-
ated with respect to the human-annotated labels, using the following metrics:
accuracy, precision, recall, and F1 score. We use F1 as the primary metric for
comparison between different systems. Examples were classified as incorrect in
cases when the evaluated system produced no label or a label outside the allowed
categories (hyp1/hyp2).

Generation Step. We use the NLI task as a proxy for evaluating the quality of
the correct and hallucinated hypothesis hyp+, hyp− generated by the participant
models. More specifically, the NLI model bge-m3-zeroshot-v2.0 [15], that also
serves as a baseline for the detection step, is now used to predict “entailment”
vs “not_entailment” scores. The rationale behind this is as follows: one way
to determine whether or not a system is able to create appropriate pairs of
hypotheses is to measure the textual entailment between each pair and the source
sentence. We assume that a successful paraphrase of a sentence textually entails
the source sentence; whereas a hallucination does not. If hyp+ is predicted as
having higher “entailment”, it is assigned a score of 1, otherwise 0, and if a
hyp− is is predicted as having higher “not_entailment”, it is assigned a score of
1, otherwise 0. To validate the use of the NLI model for evaluating the model
outputs for the generation step, we test the NLI model bge-m3-zeroshot-
v2.0 as a baseline for the detection step in both scenarios. These are the scores
highlighted in grey in Tables 2 and 6. We observe that the NLI model competes
with (or even surpasses) the participant models on the detection task. This allows
us to use it for evaluating the model outputs for the generation step.

Cross-Model Evaluation. For the cross-model evaluation, the system perfor-
mance is measured with respect to the output of the generator model, using the
same metrics as in the detection step. In addition, Matthew’s correlation coeffi-
cient (mcc) and Cohen’s Kappa are used to measure the agreement between the
different evaluators.

3.5 Results

Paraphrase Scenario. Tables 2, 3 and 4 present the performance of the par-
ticipant models and the baselines for the three steps of the paraphrase scenario.
Starting from the detection step, we observe that the NLI baseline baseline-
bge-m3-zeroshot-v2.0 exhibits very strong performance. The difference with
the participant models is even more noticable for the Swedish dataset, where
the best participant model, gpt-4-turbo lies over 10 points behind the NLI
baseline in terms of F1 score. This is almost expected since none of the partic-
ipant models has been (intentionally) trained on Swedish data. For the English
paraphrase, gpt-4-turbo and the Majority vote (Abburi) models perform
on the same level as the baseline on the task of hallucination detection.
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Table 2. Detection step results for
the paraphrase scenario. Results for
the NLI model bge-m3-zeroshot-v2.0
(highlighted in grey) are included for the
purpose of validating the NLI model as
an evaluation method for the generation
step.

Detection

LLM system F1
Paraphrase - English

gemma-7b-it 0.49
gemma-7b-it v1 0.71
gpt-3.5-turbo 0.68
gpt-3.5-turbo v1 0.73
gpt-4-turbo 0.91

Meta-Llama-3-8B-Instruct 0.80
Meta-Llama-3-8B 0.69
Majority vote A (Bui et al.) 0.85
Majority vote (Abburi) 0.90
Mistral-7B-Instruct-v0.2 0.72

baseline-bge-m3-zeroshot-v2.0 0.90
baseline-llama2-meaning-detection 0.44
baseline-llama2-not-supported-detection 0.35
baseline-llama2-paraphrase-detection 0.35

Paraphrase - Swedish

gemma-7b-it 0.11
gemma-7b-it v1 0.52
gpt-3.5-turbo 0.60
gpt-3.5-turbo v1 0.70
gpt-4-turbo 0.81
Meta-Llama-3-8B-Instruct 0.59
Meta-Llama-3-8B 0.48
Majority vote (Abburi) 0.79
Majority vote A (Bui et al.) 0.66
Mistral-7B-Instruct-v0.2 0.75

baseline-bge-m3-zeroshot-v2.0 0.92

baseline-sv_scandi-nli-large 0.92

baseline-llama2-meaning-detection 0.60
baseline-llama2-not-supported-detection 0.56
baseline-llama2-paraphrase-detection 0.59

Table 3. Generation results for the
paraphrase scenario. hyp+, hyp− refer
to the accuracy of the MNLI model on
predicting that hyp+ is entailed and
hyp− is not entailed correspondingly.

Generation
LLM system hyp+ hyp−
Paraphrase - English

gemma-7b-it v1 0.82 0.89
gemma-7b-it v2 0.85 0.90
gpt-3.5-turbo 0.98 0.80
Meta-Llama-3-8B-Instruct 0.88 0.98

baseline-mixtral-8x7b-instruct 0.92 0.74
Paraphrase - Swedish

gemma-7b-it v1 0.35 0.93

gemma-7b-it v2 0.61 0.69
gpt-3.5-turbo 0.90 0.93

baseline-gpt-sw3-6.7b-v2 0.64 0.50
baseline-mixtral-8x7b-instruct 0.84 0.35

Table 4. Cross-model step results for
the paraphrase scenario.

Cross-model evaluation

LLM system F1 Avg Kappa
Paraphrase - English

gemma-7b-it v1 0.77 0.61
gpt-3.54-turbo v2 0.88 0.77
Meta-Llama-3-8B-Instruct 0.92 0.74
Majority vote A (Bui et al.) 0.92 0.81

gpt-4-turbo v2 0.93 0.75
Paraphrase - Swedish

gemma-7b-it v1 0.48 0.19
gpt-3.54-turbo v2 0.68 0.48
Meta-Llama-3-8B-Instruct 0.70 0.50
Majority vote A (Bui et al.) 0.76 0.59

gpt-4-turbo v2 0.74 0.41

For the generation step, gpt-3-5-turbo produces overall the best quality
positive and negative hypotheses in both English and Swedish, according to
the NLI model. Interestingly, notably larger difference between the hyp+ and
hyp− scores of that model is observed in English, in comparison with Swedish.
In addition, gemma-7b-it v1 stands out for generating hyp− hypotheses with
extremely better quality than hyp+ hypotheses, according to the NLI model.

From the results of the cross-model evaluation in Table 4 we observe that the
Majority vote A (Bui et al.) exhibits the best overall performance in detect-
ing hallucinations in machine-generated hypotheses in English and Swedish, with
respect to both the generator output and the other evaluator models.

Machine Translation Scenario. Tables 5, 6 and 7 contain the results for the
translation scenario. For the generation step (Table 5) we observe that perfor-
mance of Llama-3-8B-Instruct and gpt-3.5-turbo participant systems is
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Table 5. Generation step results for the translation scenario

Generation: Translation

LLM system en-fr fr-en en-de de-en

hyp+ hyp− hyp+ hyp− hyp+ hyp− hyp+ hyp−
Meta-Llama-3-8B-Instruct prompt1 (Bui et al.) 0.77 0.81 0.82 0.88 0.84 0.84 0.84 0.85

Meta-Llama-3-8B-Instruct prompt2 (Bui et al.) 0.81 0.86 0.81 0.96 0.84 0.68 0.85 0.62

gemma-7b-it (Bui et al.) 0.80 0.49 0.73 0.57 0.85 0.42 0.70 0.54

gpt-3.5-turbo (Bui et al.) 0.88 0.91 0.86 0.90 0.81 0.84 0.86 0.95

Llama-2-7b-chat-hf general-prompt 0.93 0.08 1.00 0.03 0.85 0.19 0.98 0.03

Llama-2-7b-chat-hf phenomena-mentions-prompt 0.92 0.23 0.97 0.08 0.85 0.33 0.98 0.06

Table 6. Detection step results for the translation scenario. Results for the NLI model
bge-m3-zeroshot-v2.0 (highlighted in grey) are included for the purpose of validating
the NLI model as an evaluation method for the generation step.

Detection: Translation
F1

LLM system en-fr fr-en en-de de-en
Meta-Llama-3-8B-Instruct final (Bui et al.) 0.51 0.63 0.47 0.67
Meta-Llama-3-8B-Instruct new-prompt-final (Bui et al.) 0.65 0.60 0.69 0.70
gemma-7b-it (Bui et al.) 0.66 0.61 0.59 0.58
gemma-7b-it final (Bui et al.) 0.60 0.46 0.54 0.53
gpt-3.5-turbo prompt1 (Bui et al.) 0.74 0.75 0.67 0.80
gpt-3.5-turbo prompt2 (Bui et al.) 0.76 0.82 0.80 0.83
gpt-4 prompt1 (Bui et al.) 0.90 0.87 0.86 0.93
gpt-4 prompt2 (Bui et al.) 0.79 0.89 0.79 0.83
Majority vote A (Bui et al.) 0.83 0.84 0.81 0.85
Majority vote (Abburi) 0.85 0.87 0.85 0.89

bge-m3-zeroshot-v2.0 0.82 0.88 0.73 0.78
Llama-2-7b-chat-hf general-prompt 0.47 0.50 0.48 0.50
Llama-2-7b-chat-hf meaning-prompt 0.50 0.44 0.36 0.36
Llama-2-7b-chat-hf supported-prompt 0.24 0.35 0.41 0.50

Table 7. Cross-model evaluation step results for the translation scenario

Cross-model Evaluation: Translation

wrt. generator output (F1) wrt. other evaluators (K)

LLM system en-fr fr-en en-de de-en en-fr fr-en en-de de-en

Meta-Llama-3-8B-Instruct final (Bui et al.) 0.65 0.68 0.52 0.51 0.43 0.45 0.27 0.33

gemma-7b-it final (Bui et al.) 0.57 0.53 0.53 0.55 0.23 0.13 0.15 0.17

gpt-3.5-turbo (Bui et al.) 0.77 0.75 0.75 0.71 0.57 0.55 0.50 0.54

gpt-4 (Bui et al.) 0.76 0.75 0.73 0.71 0.59 0.58 0.52 0.53

Majority vote B (Bui et al.) 0.78 0.79 0.74 0.73 0.65 0.62 0.58 0.59

generally good: the average “entailment” scores for hyp+ and “not_entailment”
scores for hyp− suggest that the models are generally consistent in their abil-
ity to generate hypotheses that are entailed by the reference (hyp+) and that
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contradict the reference (hyp−). The two Llama-2-7b-chat baselines and, to
a lesser degree, the gemma-7b-it participant system exhibit stronger perfor-
mance for the generation of hyp+ examples than hyp− examples. In particular,
the Llama-2-7b-chat baselines outperform the participant systems for the task
of generating hyp+ examples. We conjecture that this may be a result of using
separate prompts to generate hyp+ and hyp−; by focusing the prompt for gen-
erating hyp+ examples on generating a “good” translation of the source we may
focus the model on the translation task, for which it was likely fine-tuned. Con-
versely, the baseline performance for generating hyp− examples is very low, but
confidence in the ability of LLMs to perform this task is buoyed by the perfor-
mance of the participant systems. Note that these results are based on automatic
metrics; for a complete evaluation we propose that the generated output be ver-
ified by human annotators, which we leave to future work.

For the detection step, all participant systems outperformed the Llama-2-
7b-chat baselines (one model; three different prompts). The stronger bge-m3-
zeroshot-v2.0 baseline, is outperformed by a number of participant systems
for all language pairs. Overall, gpt-4 prompt1 is the strongest-performing par-
ticipant system, with the highest F1 score for three out of four language pairs.
The majority voting strategies of [7] and Abburi also perform strongly.

For the cross-model evaluation step, we find that the majority voting strategy
of [7] works well, with strong F1 performance on detection based on the exam-
ples generated by the models in the generation step, and also has the highest
agreement (measured using Cohen’s Kappa) with the other evaluator models.

3.6 Conclusion and Future Work

In the HalluciGen task we explored the use of LLMs in generating and detecting
hallucinations in paraphrase and translation tasks. We find that performance
of the participant and baseline systems is highly variable, but results from this
year’s lab are promising and will provide a solid foundation for future iterations
of the task. We highlight that all three steps (generation, detection, and cross-
model evaluation) have been evaluated automatically, and therefore caution the
reader against drawing any conclusions regarding which models, prompts, or
methods may be “best” based solely on the results in this paper. In the case of
the generation step in particular, human validation of the generated output is
ideally necessary to ensure the robustness of the cross-model evaluation results.
We aim to address this challenge in future iterations of the lab.

4 Task 3: Robustness

Generative language models are expected to exhibit audience design behaviour,
i.e. to fit their output to the preceding input [3]. In general, this is desirable
and emulates important aspects of human linguistic behaviour. However, if this
variation extends to content-related aspects of the output, tailoring the output
to satisfy what the system infers about the user’s preferences, this may have the
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unfortunate effect of systematically generating different material depending on
user group, if e.g. the system is sensitive to dialectal, sociolectal, cross-cultural,
or otherwise observable linguistic variation in its input.

Robustness or consistency has been identified as a quality criterion when
models have positional biases in responses to multiple choice questions [31] and
in the face of adversarial attacks [1,19,28]. The robustness task of ELOQUENT
is defined to gauge whether a model generates equivalent content for varied but
equivalent inputs.

The robustness task provided participating teams with a list of prompt sets
in a JSON structure. Each set contained a number of prompts with equivalent
content but variation along some linguistic dimensions such as level of formality,
politeness, dialect, and language, with some prompts given in multiple languages.
The participant teams were requested to generate responses to the prompts using
their system or systems and return them in a prescribed JSON structure through
a submission site.

The task had 29 registered teams. By the deadline 4 teams participated, with
5 submitted experimental conditions [20,25]. The results are presented in detail
in the task overview paper (Fig. 3).

Fig. 3. A sample prompt set for the Robustness task (English version given here). The
variants exhibit difference in formality, in terminology and in correctness.

5 Task 4: Voight-Kampff

Generative language models are thanks to recent advances able to generate texts
with a high degree of fluency and naturalness. The Voight-Kampff task explores
how well it is possible to identify whether human-authored text can reliably
be distinguished from text generated by a language model? We recognise that
detecting automatically generated text is quite similar to human authorship ver-
ification, with the twist that detection of one type of model does not necessarily
translate to cross-model detection: it appears that generative model architec-
tures exhibit stylistic characteristics peculiar to them across the several different
implementations [22].

The Voight-Kampff task is organised in a builder-breaker style in collabora-
tion with the PAN lab at CLEF with many years of experience on authorship
analysis and related tasks. PAN participants implement systems to discriminate
between machine-generated and human-authored texts [5], while ELOQUENT



66 J. Karlgren et al.

participants generate datasets of text to break the classifier systems. A compre-
hensive report of the joint task is given in a separate overview report [6].

Five sample and 24 test human authored texts of 300 to 600 words length
were chosen for test material. Summaries of each text were generated by the
organisers using OpenAI’s ChatGPT service using the prompt “Summarise the
following text in five to six short bullet points and give an overall description of
the genre and tone of the text”. Those summaries were then shared to the par-
ticipants for their systems to generate short texts on the basis of the summaries.
A sample summary is given in Fig. 4 and a list of items are given in Table 8. A
suggested prompt was given – “Write a text of about 500 words which covers the
following items:” – but the participants were free to formulate their own prompts
as they saw fit. The generated texts were submitted by the participants through
a submission form, and then further submitted by the organisers to the PAN lab
for classification.

Fig. 4. A sample summary for the Voight-Kampff task

The task had 35 registered teams. By the deadline only three teams partici-
pated, with five experimental conditions submitted. Table 9 lists the participat-
ing systems and the classification results from the PAN lab participants. The
models used are Poro [16], Mistral [12] submitted by team Reindeer [20], GPT-
SW3 [8], a GPT 3.5 produced by the organisers, and a RAG-enhanced system
submitted by Verbanex.

The PAN builder task received 34 submitted classification systems and
included six baseline classifiers, with approaches ranging from language mod-
els to statistical feature-based classifiers. The classification procedure proceeds
by giving participating classification systems pairs of texts, one human-authored
and one machine-generated, and then requested to assign a score between 0.0
and 1.0 to assess which of the paired texts is human-authored. The accuracy
of each decision is recorded. In this overview, we grade the submitted datasets
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Table 8. Voight Kampff sample and test data items

Id Title Source

001 Uralic languages Encyclopedia Britannica

002 Taylor and Travis Washington Post

003 Relationships the Good and the Messy Podcast transcript

004 A Day of Very Low Probability Fan fiction

005 How to Cope With Anxiety-Induced Procrastination Lifehack website

006 Malaysia Wikipedia

007 Alps Wikipedia

008 2008 Summer Olympics Wikipedia

009 Peter Higgs Encyclopedia Britannica

010 Richard Serra Encyclopedia Britannica

011 Johann Eck Encyclopedia Britannica

012 1000 Things Worth Knowing That all who read may know Gutenberg

013 Robert Elsmere Gutenberg

014 An Inquiry into the Nature and Causes of the Wealth of Nations Gutenberg

015 Dyslexia Basics International Dyslexia Association

016 Textual stylistic variation: Choices, genres and individuals Arxiv

017 The Fëanorieli by Istarnie Council of Elrond Tolkien fan site

018 Star Moors Archive of Our Own fiction site

019 Spirit of Strife Archive of Our Own fiction site

020 Eggplant Parmesan Brown Eyed Baker recipe site

021 Easy Homemade Ramen Bowls Killing Thyme recipe site

022 Vegan Tiramisu Lazy Cat Kitchen recipe site

023 HEA Warns of Growing Third Level Funds Crisis Irish Times

024 New Artwork Celebrating 100 years of Women in Law UK Supreme Court

025 ELOQUENT CLEF shared tasks description ELOQUENT paper

026 Three Baltic Capitals Travel tips newsletter

027 A Guide to the Principles of Animal Nutrition Oregon State University

028 The Great Days of the Clippers Gutenberg

029 The Three Musketeers Gutenberg

by the C@1 accuracy score used in PAN, which allows systems to provide non-
answers which are graded by the average accuracy of such cases that the system
has submitted a decision for.

We find that of the submitted ELOQUENT generated datasets, all were
able to fool some of the classifier systems some of the time; but no generative
model was consistently able to convince the better classifier systems that it
was human. As a general observation, the better classifier systems, including
the baseline systems, are quite competent in detecting machine-generated text.
It is clear that machine generated texts appear to consistently hold to certain
detectable stylistic indicator features, and this would seem to constitute a quite
interesting challenge for developers on generative models. We will investigate
the possibility of turning this task into a continuously open experiment with
asynchronous submission.
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Table 9. Error rate of distinguishing human-authored from machine-generated text
as measured by the C@1 score averaged over all participating classifiers. A low score
indicates that the model output was more often correctly classified to be automatically
generated.

Model C@1

GPT-SW3-chat 0.258
GPT 3.5 0.230
Verbanex-AI 0.211
Reindeer-Poro 0.189
Reindeer-Mistral 0.188

6 Conclusion

The goal of the ELOQUENT lab was to evaluate the quality of LLMs along four
different axes: specificity of answers to in-domain questions, ability to detect
and generate hallucinations, consistency of answers to linguistically varied input
and reliability on distinguishing machine-generated from human-authored text.
Overall, we find that the LLM quality is better according to some criteria (model
hallucinations), rather than others (generating text that is indistinguishable from
human-authored material). However, we also find that system performance varies
highly for specific tasks, which does not allow for any systematic observations.
The cross-model evaluation set-up proved to be challenging without the use of
human annotations. This we will be working in coming editions of ELOQUENT,
together with exploring new automatic ways of evaluating LLM-generated out-
puts.
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Council (grant number 2022-02909), and by UK Research and Innovation (UKRI)
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(Utter)].

A Task 2 Baseline System Prompts

The prompts used for the paraphrase and translation baseline LLM systems are
provided in Tables 10 and 11 respectively.
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Table 10. Prompts for Paraphrase baseline models.In the generation step, the model
is instructed to generate a pair of hypotheses (sometimes explicitly named “hyp+” or
“hyp-”) where one is supported by the source sentence and the other is not. In the
detection step, the model is instructed to identify which of the two hypotheses,
hypothesis1 (hyp1) or hypothesis2 (hyp2) contains the hallucinated content, given the
source sentence.

Model Prompt

Paraphrase: Generation Step

gpt-sw3-6.7b-v2 Generera en parafras hyp+ som stöds av src och en andra parafras
hyp- som inte stöds av src

mixtral-8x7b-instruct Prompt for English:

Given the src below, generate a paraphrase hypothesis
hyp+ that is supported by src and a paraphrase hypothesis hyp- that is not
supported by src.

Prompt for Swedish:

Generera en parafras hyp+ som stöds av src och en andra parafras
hyp- som inte stöds av src

Paraphrase: Detection Step

Llama2-7B-general-prompt Which hypothesis is an incorrect paraphrase of the source: hypothesis1
or hypothesis2?
source: <source>
hypothesis1: <hyp1>
hypothesis2: <hyp2>
Acceptable answers: ’hypothesis1’, ’hypothesis2’
Answer:

Llama2-7B-meaning-prompt Given the source which hypothesis contains content which is not
present in the source, or has a different meaning to the source:
hypothesis1 or hypothesis2?
source: <source>
hypothesis1: <hyp1>
hypothesis2: <hyp2>
Acceptable answers: ‘hypothesis1’, ‘hypothesis2’
Answer:

Llama2-7B-support-prompt Which hypothesis is not supported by the source: hypothesis1 or
hypothesis2?
source: <source>
hypothesis1: <hyp1>
hypothesis2: <hyp2>
Acceptable answers: ‘hypothesis1’, ‘hypothesis2’
Answer:
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Table 11. Prompts for Translation baseline models. In the generation step the model
is instructed to produce translations of src_sentence, a source language (src_lang) text
into the target language (tgt_lang). In the detection step the model is instructed
to identify which of the two hypotheses, hypothesis1 (hyp1) or hypothesis2 (hyp2)
contains the hallucinated content, given the source sentence.

Model Prompt

Translation: Generation Step

Llama2-7B
(good translation)

Translate the following <src_lang> text into <tgt_lang>
Text: <src_sentence>
<tgt_lang>:

Llama2-7B-general-prompt
(incorrect translation)

Translate the following <src_lang> text incorrectly into <tgt_lang>
Text: <src_sentence>
<tgt_lang>:

Llama2-7B-mentions-prompt
(incorrect translation)

Translate the following <src_lang> text incorrectly into <tgt_lang>
and change its meaning, for example by inserting a word, changing the
tense of the text, negating the text, or replacing a date, number,
named entity, or pronoun.
Text: <src_sentence>
<tgt_lang>:

Translation: Detection Step

Llama2-7B-general-prompt Which <tgt_lang> hypothesis is an incorrect translation of the
<src_lang> source: hypothesis1 or hypothesis2?
source: <src>
hypothesis1: <hyp1>
hypothesis2: <hyp2>
Acceptable answers: ‘hypothesis1’, ‘hypothesis2’
Answer:

Llama2-7B-meaning-prompt Given the <src_lang> source which <tgt_lang> hypothesis contains
content which is not present in the source, or has a different meaning
to the source: hypothesis1 or hypothesis2?
source: <source>
hypothesis1: <hyp1>
hypothesis2: <hyp2>
Acceptable answers: ‘hypothesis1’, ‘hypothesis2’
Answer:

Llama2-7B-support-prompt Which hypothesis is not supported by the source: hypothesis1 or
hypothesis2?
source: <source>
hypothesis1: <hyp1>
hypothesis2: <hyp2>
Acceptable answers: ‘hypothesis1’, ‘hypothesis2’
Answer:
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Abstract. This paper presents eRisk 2024, the eighth edition of the
CLEF conference’s lab, focusing on early risk detection. Since its begin-
ning, the lab has been dedicated to exploring evaluation methodolo-
gies, effectiveness metrics, and related processes in early risk detection.
The utility of early alerting models encompasses various sectors, notably
health and safety. eRisk 2024 featured three main tasks. The first task
required participants to rank sentences according to their relevance to
standardised symptoms of depression. The second task aimed at the early
detection of anorexia indicators. The third task involved automatically
estimating an eating disorders questionnaire by analysing users’ social
media posts.

Keywords: Early risk · Depression · Anorexia · Eating disorders

1 Introduction

The primary goal of eRisk is to explore evaluation methodologies, metrics, and
other factors crucial for developing research collections and identifying early risk
signs. Technologies for early detection are increasingly vital in fields focused on
safety and health. They are particularly useful in scenarios such as mental illness
symptom detection, identifying interactions between infants and sexual abusers,
or spotting antisocial threats online, where they can provide early warnings.

Our lab specializes in psychological issues, including depression, self-harm,
pathological gambling, and eating disorders. We have found that the relation-
ship between psychological conditions and language use is intricate, indicating
a need for more effective automatic language-based screening models. In 2017,
we embarked on an exploratory task to detect early signs of depression using
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new evaluation methods and a test dataset described in [11,12]. In 2018, we
expanded our efforts to include early detection of anorexia [13,14]. The follow-
ing year, 2019, we not only continued our work on anorexia but also introduced
new challenges for detecting early signs of self-harm and developed a task to
estimate responses to a depression questionnaire from social media activity [15–
17]. In 2020, our focus included further development of self-harm detection and
a new task on depression severity estimation [18–20].

In 2021, we concentrated on early detection tasks for pathological gambling
and self-harm, along with a task for estimating depression severity [26–28]. The
2022 edition of eRisk introduced tasks for early detection of pathological gam-
bling, depression, and severity estimation of eating disorders [29–31]. In 2023,
eRisk tasks included ranking sentences by their relevance to depression symp-
toms, early detection of gambling signs, and severity estimation of eating disor-
ders [32–34].

In 2024, eRisk presented three campaign-style tasks [32]. The first task
focused on ranking sentences related to the 21 symptoms of depression as per
the BDI-II questionnaire, using sentences extracted from social media posts. The
second task continued our work on early detection of anorexia, and the third
task revisited the severity estimation of eating disorders. Detailed descriptions
of these tasks are provided in the subsequent sections of this overview article.

We had 84 teams registered for the lab. We finally received results from 17
of them: 29 runs for Task 1, 44 runs for Task 2 and 14 for Task 3.

2 Task 1: Search for Symptoms of Depression

This task continues from eRisk 2023’s Task 1, which involved ranking sentences
from user writings based on their relevance to specific depression symptoms.
Participants were required to order sentences according to their relevance to the
21 standardized symptoms listed in the BDI-II Questionnaire [5]. A sentence
was deemed relevant if it reflected the user’s condition related to a symptom,
including positive statements (e.g., “I feel quite happy lately” is relevant for the
symptom “Sadness”).

This year, the dataset included the target sentence and the sentences imme-
diately before and after it to provide context.

2.1 Dataset

The dataset provided was in TREC format, tagged with sentences derived from
eRisk’s historical data. Table 1 presents some statistics of the corpus.

2.2 Assessment Process

Given the corpus of sentences and the description of the symptoms from the
BDI-II questionnaire, the participants were free to decide on the best strategy
to derive queries for representing the BDI-II symptoms. Each participating team
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Table 1. Corpus statistics for Task 1: Search for Symptoms of Depression.

Number of users 551,311

Number of sentences 15,542,200

Average number of words per sentence 17.98

Fig. 1. Example of a participant’s run.

submitted up to 5 variants (runs). Each run included 21 TREC-style formatted
rankings of sentences, as shown in Fig. 1. For each symptom, the participants
should submit up to 1000 results sorted by estimated relevance. We received 29
runs from 9 participating teams (see Table 2).

Table 2. Task 1 (Search for Symptoms of Depression): Number of runs from partici-
pants.

Team # of submissions

ThinkIR 1

SINAI [22] 2

RELAI [21] 5

NUS-IDS [1] 5

MindwaveML [9] 3

MeVer-REBECCA [3] 2

GVIS 1

DSGT [8] 5

APB-UC3M [4] 5

Total 29

To create the relevance judgments, three assessors annotated a pool of sen-
tences associated with each symptom. These candidate sentences were obtained
by performing top-k pooling from the relevance rankings submitted by the par-
ticipants in the task.

The assessors were provided with specific instructions to determine the rel-
evance of candidate sentences. They were instructed to consider a sentence
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relevant if it addressed the topic and provided explicit information about the
individual’s state in relation to the symptom. This dual concept of relevance
(on-topic and reflective of the user’s state with respect to the symptom) intro-
duced a higher level of complexity compared to more standard relevance assess-
ments. Consequently, we developed a robust annotation methodology and formal
assessment guidelines to ensure consistency and accuracy. The main novelty with
respect to eRisk 2023’s assessment process was that the assessors were presented
with the sentence and its context (previous and following sentences, if available).

To create the pool of sentences for assessment, we implemented top-k pooling
with k = 50. The resulting pool sizes per sentence are reported in Table 3.

Table 3. Task 1 (Search for Symptoms of Depression): Size of the pool for every BDI
Item

BDI Item (#) pool # rels (3/3) # rels (2/3)

Sadness (1) 783 226 442

Pessimism (2) 747 122 294

Past Failure (3) 715 160 270

Loss of Pleasure (4) 652 116 196

Guilty Feelings (5) 737 311 399

Punishment Feelings (6) 611 87 162

Self-Dislike (7) 730 308 385

Self-Criticalness (8) 700 187 281

Suicidal Thoughts or Wishes (9) 701 326 410

Crying (10) 755 311 433

Agitation (11) 758 276 400

Loss of Interest (12) 657 131 211

Indecisiveness (13) 784 164 308

Worthlessness (14) 567 222 258

Loss of Energy (15) 609 181 243

Changes in Sleeping Pattern (16) 777 244 365

Irritability (17) 727 192 305

Changes in Appetite (18) 694 219 334

Concentration Difficulty (19) 581 204 286

Tiredness or Fatigue (20) 682 238 343

Loss of Interest in Sex (21) 847 137 304

The annotation process involved a team of three assessors with different
backgrounds and expertise. One of the assessors has professional training in
psychology, while the other two are computer science researchers –a postdoctoral
fellow and a Ph.D. student– with a specialisation in early risk technologies.
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Table 4. Ranking-based evaluation for Task 1 (majority voting)

Team Run AP R-PREC P@10 NDCG

ThinkIR BM25Similarity 0.203 0.258 0.881 0.410

SINAI SINAI DR majority daug 0.064 0.107 0.562 0.174

SINAI GPT3-Insight-8 0.008 0.024 0.200 0.044

RELAI RELAI paraphrase-MiniLM-L12-v2 0.267 0.346 0.738 0.525

RELAI RELAI paraphrase-MiniLM-L6-v2 0.236 0.325 0.590 0.503

RELAI RELAI all-MiniLM-L6-v2-simcse 0.226 0.322 0.595 0.495

RELAI tfidf sgd 0.163 0.240 0.552 0.394

RELAI RELAI word2vec 0.000 0.000 0.000 0.000

NUS-IDS Config 5 0.375 0.434 0.924 0.631

NUS-IDS Config 2 0.352 0.415 0.881 0.616

NUS-IDS Config 4 0.336 0.401 0.890 0.599

NUS-IDS Config 1 0.312 0.386 0.871 0.576

NUS-IDS Config 3 0.286 0.359 0.857 0.556

MindwaveML Mindwave-MLMiniLML12MLP weighted 0.159 0.240 0.567 0.396

MindwaveML Mindwave-MLMiniLML12MLP 0.5 0.149 0.231 0.538 0.378

MindwaveML Mindwave-MLMiniLML12 0.133 0.212 0.490 0.335

MeVer-REBECCA Transformer-Embeddings CosineSimilarity gpt 0.301 0.340 0.981 0.506

MeVer-REBECCA Transformer-Embeddings CosineSimilarity 0.295 0.332 0.976 0.517

GVIS GVIS 0.000 0.002 0.035 0.005

DSGT logistic transformer v5 0.000 0.009 0.000 0.014

DSGT logistic word2vec v5 0.000 0.001 0.000 0.003

DSGT count logistic 0.000 0.000 0.000 0.001

DSGT count nb 0.000 0.000 0.000 0.000

DSGT word2vec logistic 0.000 0.000 0.000 0.000

APB-UC3M APB-UC3M sentsim-all-MiniLM-L6-v2 0.354 0.391 0.986 0.591

APB-UC3M APB-UC3M sentsim-all-MiniLM-L12-v2 0.337 0.378 0.990 0.564

APB-UC3M APB-UC3M sentsim-all-mpnet-base-v2 0.293 0.330 0.967 0.525

APB-UC3M APB-UC3M ensemble 0.057 0.120 0.324 0.191

APB-UC3M APB-UC3M classifier roberta-base-go emotions 0.056 0.118 0.371 0.206

To ensure consistency and clarity throughout the process, the lab organisers
conducted a preparatory session with the assessors. During this session, an initial
version of the guidelines was discussed, and any doubts or questions raised by the
assessors were addressed. This collaborative effort resulted in the final version
of the guidelines1.

In accordance with these guidelines, a sentence is considered relevant only if
it provides “some information about the state of the individual related to the
topic of the BDI item”. This criterion serves as the basis for determining the
relevance of sentences during the annotation process.

The final outcomes of the annotation process are presented in Table 3, where
the number of relevant sentences per BDI item is reported (last two columns).
We marked a sentence as relevant following two aggregation criteria: unanimity
and majority.

1 https://erisk.irlab.org/guidelines erisk24 task1.html.

https://erisk.irlab.org/guidelines_erisk24_task1.html
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2.3 Results

The performance results for the participating systems are shown in Tables 4
(majority-based qrels) and 5 (unanimity-based qrels). The tables report several
standard performance metrics, such as Mean Average Precision (MAP), mean
R-Precision, mean Precision at 10 and mean NDCG at 1000. Remarkably, run
Config 5, from the team NUS-IDS, achieved the top-ranking performance for
nearly all metrics and relevance judgement types. Their effective results demon-
strate their exceptional competence in this task.

3 Task 2: Early Detection of Signs of Anorexia

This task represents the third edition of the challenge, which aims to develop
innovative models for the early identification of signs of anorexia. The objective
of this task was to process evidence in a sequential manner and detect early
indications of anorexia as soon as possible. Participating systems were required
to analyse user posts on social media in the order they were written. Successful
outcomes from this task could potentially be utilised for sequential monitoring of
user interactions across various online platforms such as blogs, social networks,
and other forms of digital media.

The test collection utilised for this task followed the same format as the col-
lection described in the work by Losada and Crestani [10]. The collection contains
writings, including posts and comments, obtained from a selected group of social
media users. Within this dataset, users are categorised into two groups: anorexia
and non-anorexia. For each user, the collection contains a sequence of writings
arranged in chronological order. To facilitate the task and ensure uniform dis-
tribution, we established a dedicated server that systematically provided user
writings to the participating teams. Further details regarding the server’s setup
and functioning are available at the lab’s official website2.

This was a train-test task. For the training stage, the teams had access to
training data where we released the whole history of writings for training users.
We indicated which users had explicitly mentioned that they were diagnosed with
anorexia. The participants could therefore tune their systems with the training
data. In 2024, the training data for Task 1 was composed of user from previous
editions of the anorexia task (2018 and 2019).

During the test stage, participants connected to our server and engaged in an
iterative process of receiving user writings and sending their responses. At any
point within the chronology of user writings, participants had the freedom to
halt the process and issue an alert. After reading each user writing, teams were
required to decide between two options: i) alerting about the user, indicating a
predicted sign of anorexia, or ii) not alerting about the user. Participants inde-
pendently made this choice for each user in the test split. It is important to note
that once an alert was issued, it was considered final, and no further decisions
regarding that particular individual were taken into account. Conversely, the

2 https://early.irlab.org/server.html.

https://early.irlab.org/server.html
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Table 5. Ranking-based evaluation for Task 1 (unanimity)

Team Run MAP R-PREC P@10 NDCG

ThinkIR BM25Similarity 0.174 0.246 0.652 0.417

SINAI SINAI DR majority daug 0.046 0.098 0.362 0.150

SINAI GPT3-Insight-8 0.001 0.009 0.052 0.014

RELAI RELAI paraphrase-MiniLM-L12-v2 0.248 0.329 0.576 0.537

RELAI RELAI paraphrase-MiniLM-L6-v2 0.207 0.287 0.410 0.509

RELAI RELAI all-MiniLM-L6-v2-simcse 0.194 0.275 0.433 0.499

RELAI tfidf sgd 0.138 0.207 0.376 0.383

RELAI RELAI word2vec 0.000 0.000 0.000 0.000

NUS-IDS Config 5 0.392 0.436 0.795 0.692

NUS-IDS Config 2 0.370 0.431 0.752 0.677

NUS-IDS Config 4 0.358 0.416 0.771 0.662

NUS-IDS Config 1 0.329 0.391 0.786 0.636

NUS-IDS Config 3 0.312 0.375 0.757 0.621

MindwaveML Mindwave-MLMiniLML12MLP weighted 0.158 0.238 0.471 0.427

MindwaveML Mindwave-MLMiniLML12MLP 0.5 0.147 0.227 0.457 0.408

MindwaveML Mindwave-MLMiniLML12 0.128 0.203 0.410 0.360

MeVer-REBECCA Transformer-Embeddings CosineSimilarity gpt 0.305 0.357 0.833 0.551

MeVer-REBECCA Transformer-Embeddings CosineSimilarity 0.294 0.349 0.824 0.556

GVIS GVIS 0.000 0.002 0.030 0.004

DSGT logistic transformer v5 0.000 0.006 0.000 0.010

DSGT logistic word2vec v5 0.000 0.001 0.000 0.003

DSGT count logistic 0.000 0.000 0.000 0.000

DSGT count nb 0.000 0.000 0.000 0.000

DSGT word2vec logistic 0.000 0.000 0.000 0.000

APB-UC3M APB-UC3M sentsim-all-MiniLM-L6-v2 0.345 0.407 0.829 0.630

APB-UC3M APB-UC3M sentsim-all-MiniLM-L12-v2 0.333 0.389 0.805 0.608

APB-UC3M APB-UC3M sentsim-all-mpnet-base-v2 0.285 0.342 0.776 0.561

APB-UC3M APB-UC3M ensemble 0.052 0.106 0.248 0.193

APB-UC3M APB-UC3M classifier roberta-base-go emotions 0.033 0.084 0.190 0.169

absence of alerts was considered non-final, allowing participants to subsequently
submit an alert if they detected signs of risk emerging.

To evaluate the systems’ performance, we employed two indicators: the accu-
racy of the decisions made and the number of user writings required to reach
those decisions. These criteria provide valuable insights into the effectiveness
and efficiency of the systems under evaluation. To support the test stage, we
deployed a REST service. The server iteratively distributes user writings and
waits for responses from participants. Importantly, new user data was not pro-
vided to a specific participant until the service received a decision from that
particular team. The submission period for the task was open from February
5th, 2024 until April 12th, 2024.

To construct the ground truth assessments, we adopted established
approaches that aim to optimise the utilisation of assessors’ time, as documented
in previous studies [23,24]. These methods employ simulated pooling strategies,
enabling the effective creation of test collections. The main statistics of the test
collection used for T2 are presented in Table 6.
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Table 6. Task 2 (anorexia). Main statistics of test collection

Anorexia Control

Num. subjects 92 692

Num. submissions (posts & comments) 28,043 338,843

Avg num. of submissions per subject 304.8 489.6

Avg num. of days from first to last submission ≈482 ≈ 971

Avg num. words per submission 28.5 21.4

3.1 Decision-Based Evaluation

This evaluation approach uses the binary decisions made by the participating
systems for each user. In addition to standard classification measures such as
Precision, Recall, and F1 score (computed with respect to the positive class),
we also calculate ERDE (Early Risk Detection Error), which has been utilised
in previous editions of the lab. A detailed description of ERDE was presented
by Losada and Crestani in [10]. Essentially, ERDE is an error measure that
incorporates a penalty for delayed correct alerts (true positives). The penalty
increases with the delay in issuing the alert, measured by the number of user
posts processed before making the alert.

Since 2019, we have incorporated additional decision-based metrics in our
evaluation toolkit. These metrics aim to address certain limitations of ERDE.
Some research teams have analyzed ERDE and proposed alternative evaluation
approaches. Trotzek et al. [41] introduced ERDE%

o , a variant of ERDE that
normalises the evaluation based on the percentage of user writings seen before the
alert. While this approach addresses the issue of user contribution normalisation,
it relies on knowledge of the total number of user writings, which may not be
available in real-life applications. Another proposed alternative evaluation metric
for early risk prediction is Flatency, proposed by Sadeque et al. [37]. This measure
aligns well with our objectives. Additionally we also used latencyTP , the delay
in emitting a decision computed for the true positives. More details about the
metrics can be found in [30].

3.2 Ranking-Based Evaluation

In addition to the evaluation discussed above, we employed an alternative form
of evaluation to further assess the systems. After each data release (new user
writing, that is post or comment), participants were required to provide the
following information for each user in the collection:

– A decision for the user (alert or no alert), which was used to calculate the
decision-based metrics discussed previously.

– A score representing the user’s level of risk, estimated based on the evidence
observed thus far.
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The scores were used to create a ranking of users in descending order of
estimated risk. For each participating system, a ranking was generated at each
data release point, simulating a continuous re-ranking approach based on the
observed evidence. In a real-life scenario, this ranking would be presented to an
expert user who could make decisions based on the rankings (e.g., by inspecting
the top of the rankings).

Each ranking can be evaluated using standard ranking metrics such as P@10
or NDCG. Therefore, we report the performance of the systems based on the
rankings after observing different numbers of writings.

3.3 Results

Table 7 shows the participating teams, the number of runs submitted and the
approximate lapse of time from the first response to the last response. This time-
lapse is indicative of the degree of automation of each team’s algorithms. Many
of the submitted runs processed the entire thread of messages (2001), but a few
variants stopped earlier. Five teams processed the thread of messages reasonably
fast (less than a day for processing the entire history of user messages). The rest
of the teams took several days to run the whole process.

Table 7. Task 2 (anorexia): participating teams, number of runs, number of user
writings processed by the team, and lapse of time taken for the entire process.

team #runs #user writings
processed

lapse of time
(from 1st to last response)

BioNLP-IISERB [38] 5 10 09:39

GVIS 5 352 3 days 12:36

Riewe-Perla [36] 5 2001 2 days 11:25

UNSL [40] 3 2001 07:00

UMU [25] 5 2001 06:34

COS-470-Team-2 5 1 –

ELiRF-UPV [39] 4 2001 12:27

NLP-UNED [6] 5 2001 09:40

SINAI [22] 5 2001 3 days 23:49

APB-UC3M [4] 2 2001 6 days 21:34

Table 8 reports the decision-based performance achieved by the participating
teams. In terms of F1 and latency-weighted F1, the best performing team was
NLP-UNED (run 1), while Riewe-Perla was the team that submitted the best
run (run 0) in terms of the ERDE metrics. The majority of teams made quick
decisions. Overall, these findings indicate that some systems achieved a relatively
high level of effectiveness with only a few user submissions. Social and public
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health systems may use the best predictive algorithms to assist expert humans
in detecting signs of anorexia as early as possible.

Table 9 presents the ranking-based results. UNSL (run 1) obtained the best
overall values after only one writing, while NLP-UNED (run 3) obtained the
highest scores after 100 writings. These two teams contributed also with the
best performing variants for the 500 and 1000 cutoffs.

4 Task 3: Measuring the Severity of Eating Disorders

The objective of the task is to estimate the severity of various symptoms related
to the diagnosis of eating disorders. Participants were provided with a thread
of user submissions to work with. For each user, a history of posts and com-
ments from Social Media was given, and participants had to estimate the user’s
responses to a standardised eating disorder questionnaire based on the evidence
found in the history of posts/comments.

The questionnaire used in the task is derived from the Eating Disorder Exam-
ination Questionnaire (EDE-Q)3, which is a self-reported questionnaire consist-
ing of 28 items. It is adapted from the semi-structured interview Eating Disorder
Examination (EDE)4 [7]. For this task, we focused on questions 1-12 and 19-28
from the EDE-Q. This questionnaire is designed to assess various aspects and
severity of features associated with eating disorders. It includes four subscales:
Restraint, Eating Concern, Shape Concern, and Weight Concern, along with a
global score. Table 10 shows a excerpt of the EDE-Q.

The primary objective of this task was to explore the possibility of automat-
ically estimating the severity of multiple symptoms related to eating disorders.
The algorithms are required to estimate the user’s response to each individual
question based on their writing history. To evaluate the performance of the par-
ticipating systems, we collected questionnaires completed by Social Media users
along with their corresponding writing history. The user-completed question-
naires serve as the ground truth against which the responses provided by the
systems are evaluated.

During the training phase, participants were provided with data from 28 users
from the 2022 edition and 46 users from the 2023 edition. This training data
included the writing history of the users as well as their responses to the EDE-Q
questions. In the test phase, there were 18 new users for whom the participating
systems had to generate results. The results were expected to follow the following
specific file structure:

username1 answer1 answer2...answer12 answer19...answer28

username2 answer1 answer2...answer12 answer19...answer28

...

3 https://www.corc.uk.net/media/1273/ede-q quesionnaire.pdf.
4 https://www.corc.uk.net/media/1951/ede 170d.pdf.

https://www.corc.uk.net/media/1273/ede-q_quesionnaire.pdf
https://www.corc.uk.net/media/1951/ede_170d.pdf
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Table 8. Decision-based evaluation for Task 2

Team Run P R F1 ERDE5 ERDE50 latencyTP speed latency-weighted F1

BioNLP-IISERB 0 0.53 0.23 0.32 0.10 0.09 2.00 1.00 0.32

BioNLP-IISERB 1 0.54 0.75 0.62 0.08 0.04 4.00 0.99 0.62

BioNLP-IISERB 2 0.58 0.16 0.25 0.10 0.10 1.00 1.00 0.25

BioNLP-IISERB 3 0.67 0.51 0.58 0.08 0.06 3.00 0.99 0.58

BioNLP-IISERB 4 0.73 0.62 0.67 0.08 0.05 4.00 0.99 0.66

GVIS 0 0.12 1.00 0.21 0.12 0.10 1.00 1.00 0.21

GVIS 1 0.12 1.00 0.22 0.12 0.10 1.00 1.00 0.22

GVIS 2 0.12 1.00 0.22 0.12 0.10 1.00 1.00 0.22

GVIS 3 0.12 1.00 0.22 0.12 0.10 1.00 1.00 0.22

GVIS 4 0.12 1.00 0.22 0.12 0.10 1.00 1.00 0.22

Riewe-Perla 0 0.45 0.97 0.62 0.07 0.02 6.00 0.98 0.60

Riewe-Perla 1 0.47 0.95 0.63 0.10 0.03 6.00 0.98 0.62

Riewe-Perla 2 0.47 0.95 0.63 0.10 0.03 6.00 0.98 0.62

Riewe-Perla 3 0.47 0.95 0.63 0.10 0.03 6.00 0.98 0.62

Riewe-Perla 4 0.47 0.95 0.63 0.10 0.03 6.00 0.98 0.62

UNSL 0 0.35 0.99 0.52 0.14 0.03 12.00 0.96 0.49

UNSL 1 0.42 0.96 0.59 0.14 0.03 12.00 0.96 0.56

UNSL 2 0.42 0.97 0.59 0.14 0.03 12.00 0.96 0.56

UMU 0 0.14 0.99 0.25 0.20 0.09 18.00 0.93 0.23

UMU 1 0.15 0.99 0.26 0.19 0.09 27.00 0.90 0.24

UMU 2 0.14 0.99 0.25 0.20 0.09 19.00 0.93 0.23

UMU 3 0.15 0.99 0.27 0.19 0.09 28.00 0.90 0.24

UMU 4 0.16 0.98 0.27 0.19 0.10 35.50 0.87 0.23

COS-470-Team-2 0 0.00 0.00 0.00 0.12 0.12

COS-470-Team-2 1 0.00 0.00 0.00 0.12 0.12

COS-470-Team-2 2 0.00 0.00 0.00 0.12 0.12

COS-470-Team-2 3 0.00 0.00 0.00 0.12 0.12

COS-470-Team-2 4 0.00 0.00 0.00 0.12 0.12

ELiRF-UPV 0 0.43 0.99 0.60 0.10 0.04 12.00 0.96 0.57

ELiRF-UPV 1 0.41 1.00 0.58 0.10 0.04 12.00 0.96 0.56

ELiRF-UPV 2 0.32 0.99 0.49 0.12 0.04 10.00 0.96 0.47

ELiRF-UPV 3 0.43 0.99 0.60 0.11 0.04 15.00 0.94 0.57

NLP-UNED 0 0.64 0.97 0.77 0.09 0.04 13.00 0.95 0.73

NLP-UNED 1 0.67 0.97 0.79 0.09 0.04 14.00 0.95 0.75

NLP-UNED 2 0.63 0.97 0.76 0.09 0.04 12.00 0.96 0.73

NLP-UNED 3 0.63 0.98 0.77 0.09 0.03 11.00 0.96 0.74

NLP-UNED 4 0.63 0.97 0.76 0.09 0.04 14.00 0.95 0.72

SINAI 0 0.21 0.92 0.34 0.10 0.07 3.00 0.99 0.34

SINAI 1 0.21 0.92 0.34 0.10 0.07 3.00 0.99 0.34

SINAI 2 0.21 0.92 0.34 0.10 0.07 3.00 0.99 0.34

SINAI 3 0.12 1.00 0.21 0.13 0.10 2.00 1.00 0.21

SINAI 4 0.12 1.00 0.21 0.13 0.10 2.00 1.00 0.21

APB-UC3M 0 0.17 0.99 0.28 0.15 0.08 9.00 0.97 0.28

APB-UC3M 1 0.15 0.99 0.26 0.13 0.09 2.00 1.00 0.26

Each line has the username and 22 values (no answers from 13 to 18). These
values correspond with the responses to the questions above (the possible values
are 0, 1, 2, 3, 4, 5, 6).
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Table 9. Ranking-based evaluation for Task 2

Team Run 1 writing 100 writings 500 writings 1000 writings

P@10 NDCG@10 NDCG@100 P@10 NDCG@10 NDCG@100 P@10 NDCG@10 NDCG@100 P@10 NDCG@10 NDCG@100

BioNLP-IISERB 0 0.10 0.19 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BioNLP-IISERB 1 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BioNLP-IISERB 2 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BioNLP-IISERB 3 0.10 0.06 0.09 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

BioNLP-IISERB 4 0.20 0.21 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

GVIS 0 0.40 0.37 0.40 0.20 0.18 0.23 0.00 0.00 0.00 0.00 0.00 0.00

GVIS 1 0.40 0.37 0.40 0.30 0.32 0.42 0.00 0.00 0.00 0.00 0.00 0.00

GVIS 2 0.40 0.37 0.40 0.30 0.32 0.42 0.00 0.00 0.00 0.00 0.00 0.00

GVIS 3 0.40 0.37 0.40 0.30 0.32 0.42 0.00 0.00 0.00 0.00 0.00 0.00

GVIS 4 0.40 0.37 0.40 0.30 0.32 0.42 0.00 0.00 0.00 0.00 0.00 0.00

Riewe-Perla 0 0.50 0.47 0.17 0.70 0.62 0.74 0.70 0.62 0.74 0.70 0.62 0.75

Riewe-Perla 1 0.50 0.47 0.17 0.70 0.62 0.74 0.70 0.62 0.74 0.70 0.62 0.75

Riewe-Perla 2 0.50 0.47 0.17 0.70 0.62 0.74 0.70 0.62 0.74 0.70 0.62 0.75

Riewe-Perla 3 0.50 0.47 0.17 0.70 0.62 0.74 0.70 0.62 0.74 0.70 0.62 0.75

Riewe-Perla 4 0.50 0.47 0.17 0.70 0.62 0.74 0.70 0.62 0.74 0.70 0.62 0.75

UNSL 0 0.90 0.81 0.63 1.00 1.00 0.81 1.00 1.00 0.77 1.00 1.00 0.76

UNSL 1 1.00 1.00 0.69 1.00 1.00 0.80 0.90 0.81 0.69 0.80 0.88 0.72

UNSL 2 0.40 0.38 0.42 0.90 0.92 0.71 0.80 0.85 0.69 0.80 0.84 0.68

UMU 0 0.20 0.12 0.14 0.10 0.06 0.03 0.00 0.00 0.05 0.20 0.21 0.12

UMU 1 0.20 0.12 0.14 0.10 0.06 0.03 0.00 0.00 0.05 0.20 0.21 0.12

UMU 2 0.20 0.12 0.14 0.00 0.00 0.02 0.00 0.00 0.06 0.00 0.00 0.06

UMU 3 0.20 0.12 0.14 0.00 0.00 0.02 0.00 0.00 0.06 0.00 0.00 0.06

UMU 4 0.20 0.12 0.14 0.00 0.00 0.02 0.00 0.00 0.06 0.00 0.00 0.06

COS-470-Team-2 0 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

COS-470-Team-2 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

COS-470-Team-2 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

COS-470-Team-2 3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

COS-470-Team-2 4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

ELiRF-UPV 0 0.20 0.12 0.14 0.20 0.13 0.14 0.20 0.13 0.14 0.20 0.13 0.14

ELiRF-UPV 1 0.10 0.19 0.17 0.20 0.14 0.15 0.20 0.25 0.14 0.10 0.19 0.11

ELiRF-UPV 2 0.10 0.07 0.13 0.20 0.14 0.15 0.20 0.25 0.14 0.10 0.06 0.10

ELiRF-UPV 3 0.00 0.00 0.11 0.20 0.14 0.15 0.20 0.25 0.14 0.10 0.06 0.10

NLP-UNED 0 1.00 1.00 0.44 1.00 1.00 0.89 1.00 1.00 0.91 1.00 1.00 0.91

NLP-UNED 1 1.00 1.00 0.44 1.00 1.00 0.89 1.00 1.00 0.92 1.00 1.00 0.92

NLP-UNED 2 1.00 1.00 0.44 1.00 1.00 0.89 1.00 1.00 0.91 1.00 1.00 0.91

NLP-UNED 3 1.00 1.00 0.45 1.00 1.00 0.91 1.00 1.00 0.91 1.00 1.00 0.89

NLP-UNED 4 1.00 1.00 0.44 1.00 1.00 0.89 1.00 1.00 0.91 1.00 1.00 0.91

SINAI 0 0.00 0.00 0.07 0.00 0.00 0.02 0.00 0.00 0.02 0.00 0.00 0.03

SINAI 1 0.00 0.00 0.07 0.00 0.00 0.02 0.00 0.00 0.02 0.00 0.00 0.03

SINAI 2 0.00 0.00 0.07 0.00 0.00 0.02 0.00 0.00 0.02 0.00 0.00 0.03

SINAI 3 0.00 0.00 0.07 0.10 0.07 0.06 0.00 0.00 0.07 0.00 0.00 0.07

SINAI 4 0.00 0.00 0.07 0.10 0.07 0.06 0.00 0.00 0.07 0.00 0.00 0.07

APB-UC3M 0 0.00 0.00 0.03 0.40 0.56 0.26 0.00 0.00 0.09 0.00 0.00 0.13

APB-UC3M 1 0.10 0.06 0.07 0.00 0.00 0.18 0.00 0.00 0.10 0.00 0.00 0.08

4.1 Evaluation Metrics

Evaluation is based on the following effectiveness metrics:

– Mean Zero-One Error (MZOE) between the questionnaire filled by the
real user and the questionnaire filled by the system (i.e. fraction of incorrect
predictions).

MZOE(f,Q) =
|{qi ∈ Q : R(qi) �= f(qi)}|

|Q| (1)

where f denotes the classification done by an automatic system, Q is the set
of questions of each questionnaire, qi is the i-th question, R(qi) is the real
user’s answer for the i-th question and f(qi) is the predicted answer of the
system for the i-th question. Each user produces a single MZOE score and
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Table 10. Eating Disorder Examination Questionarie

Instructions

The following questions are concerned with the past four weeks (28 days) only. Please read each

question carefully. Please answer all the questions. Thank you

1. Have you been deliberately trying to limit the amount of food you eat to influence your shape or

weight (whether or not you have succeeded) 0. NO DAYS

1. 1-5 DAYS

2. 6-12 DAYS

3. 13-15 DAYS

4. 16-22 DAYS

5. 23-27 DAYS

6. EVERY DAY

2. Have you gone for long periods of time (8 waking hours or more) without eating anything at all in

order to influence your shape or weight?

0. NO DAYS

1. 1-5 DAYS

2. 6-12 DAYS

3. 13-15 DAYS

4. 16-22 DAYS

5. 23-27 DAYS

6. EVERY DAY

3. Have you tried to exclude from your diet any foods that you like in order to influence your shape

or weight (whether or not you have succeeded)?

0. NO DAYS

1. 1-5 DAYS

2. 6-12 DAYS

3. 13-15 DAYS

4. 16-22 DAYS

5. 23-27 DAYS

6. EVERY DAY

.

.

.

22. Has your weight influenced how you think about (judge) yourself as a person?

0. NOT AT ALL (0)

1. SLIGHTY (1)

2. SLIGHTY (2)

3. MODERATELY (3)

4. MODERATELY (4)

5. MARKEDLY (5)

6. MARKEDLY (6)

23. Has your shape influenced how you think about (judge) yourself as a person?

0. NOT AT ALL (0)

1. SLIGHTY (1)

2. SLIGHTY (2)

3. MODERATELY (3)

4. MODERATELY (4)

5. MARKEDLY (5)

6. MARKEDLY (6)

24. How much would it have upset you if you had been asked to weigh yourself once a week (no more,

or less, often) for the next four weeks?

0. NOT AT ALL (0)

1. SLIGHTY (1)

2. SLIGHTY (2)

3. MODERATELY (3)

4. MODERATELY (4)

5. MARKEDLY (5)

6. MARKEDLY (6)
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the reported MZOE is the average over all MZOE values (mean MZOE
over all users).

– Mean Absolute Error (MAE) between the questionnaire filled by the real
user and the questionnaire filled by the system (i.e. average deviation of the
predicted response from the true response).

MAE(f,Q) =

∑
qi∈Q |R(qi) − f(qi)|

|Q| (2)

Again, each user produces a single MAE score and the reported MAE is the
average over all MAE values (mean MAE over all users).

– Macroaveraged Mean Absolute Error (MAEmacro) between the ques-
tionnaire filled by the real user and the questionnaire filled by the system (see
[2]).

MAEmacro(f,Q) =
1
7

6∑

j=0

∑
qi∈Qj

|R(qi) − f(qi)|
|Qj | (3)

where Qj represents the set of questions whose true answer is j (note that
j goes from 0 to 6 because those are the possible answers to each ques-
tion). Again, each user produces a single MAEmacro score and the reported
MAEmacro is the average over all MAEmacro values (mean MAEmacro over
all users).
The following measures are based on aggregated scores obtained from the
questionnaires. Further details about the EDE-Q instruments can be found
elsewhere (e.g. see the scoring section of the questionnaire).

– Restraint Subscale (RS): Given a questionnaire, its restraint score is
obtained as the mean response to the first five questions. This measure com-
putes the RMSE between the restraint ED score obtained from the question-
naire filled by the real user and the restraint ED score obtained from the
questionnaire filled by the system.
Each user ui is associated with a real subscale ED score (referred to as
RRS(ui)) and an estimated subscale ED score (referred to as fRS(ui)). This
metric computes the RMSE between the real and an estimated subscale ED
scores as follows:

RMSE(f, U) =

√∑
ui∈U (RRS(ui) − fRS(ui))2

|U | (4)

where U is the user set.
– Eating Concern Subscale (ECS): Given a questionnaire, its eating con-

cern score is obtained as the mean response to the following questions (7,
9, 19, 21, 20). This metric computes the RMSE (Eq. 5) between the eating
concern ED score obtained from the questionnaire filled by the real user and
the eating concern ED score obtained from the questionnaire filled by the
system.
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RMSE(f, U) =

√∑
ui∈U (RECS(ui) − fECS(ui))2

|U | (5)

– Shape Concern Subscale (SCS): Given a questionnaire, its shape concern
score is obtained as the mean response to the following questions (6, 8, 23, 10,
26, 27, 28, 11). This metric computes the RMSE (Eq. 6) between the shape
concern ED score obtained from the questionnaire filled by the real user and
the shape concern ED score obtained from the questionnaire filled by the
system.

RMSE(f, U) =

√∑
ui∈U (RSCS(ui) − fSCS(ui))2

|U | (6)

– Weight Concern Subscale (WCS): Given a questionnaire, its weight con-
cern score is obtained as the mean response to the following questions (22,
24, 8, 25, 12). This metric computes the RMSE (Eq. 7) between the weight
concern ED score obtained from the questionnaire filled by the real user and
the weight concern ED score obtained from the questionnaire filled by the
system.

RMSE(f, U) =

√∑
ui∈U (RWCS(ui) − fWCS(ui))2

|U | (7)

– Global ED (GED): To obtain an overall or ‘global’ score, the four subscales
scores are summed and the resulting total divided by the number of subscales
(i.e. four) [7]. This metric computes the RMSE between the real and an
estimated global ED scores as follows:

RMSE(f, U) =

√∑
ui∈U (RGED(ui) − fGED(ui))2

|U | (8)
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4.2 Results

Table 11. Task 3 Results. Participating teams and runs with corresponding scores for
the metrics.

team run ID MAE MZOE MAEmacro GED RS ECS SCS WCS

baseline all 0 s 3.790 0.813 4.254 4.472 3.869 4.479 4.363 3.361

baseline all 6 s 1.937 0.551 3.018 3.076 3.352 2.868 3.029 2.472

baseline average 1.965 0.884 1.973 2.337 2.486 1.559 2.002 1.783

APB-UC3M [4] 0 2.003 0.869 2.142 2.647 2.253 1.884 2.101 1.823

DSGT [8] 0 1.965 0.588 1.713 2.211 2.321 1.969 1.944 2.117

RELAI [21] 0 2.331 0.914 2.243 2.394 2.222 2.324 2.340 1.812

RELAI 1 2.346 0.917 2.237 2.507 2.199 2.216 2.328 1.836

RELAI 2 2.758 0.934 2.885 2.883 2.767 3.126 3.061 2.171

RELAI 3 2.356 0.775 2.700 2.928 3.266 2.106 2.821 2.310

RELAI 4 2.851 0.884 2.979 3.159 2.784 3.150 3.068 2.336

SCaLAR-NITK [35] 0 1.912 0.591 1.643 2.495 2.713 1.568 1.536 2.098

SCaLAR-NITK 1 1.980 0.664 1.972 2.570 2.562 1.553 1.960 2.066

SCaLAR-NITK 2 1.879 0.568 1.942 2.158 2.477 2.222 2.245 2.364

SCaLAR-NITK 3 1.932 0.586 1.868 2.117 2.430 2.046 2.242 2.407

SCaLAR-NITK 4 1.874 0.672 1.820 2.292 2.140 1.557 1.880 2.061

UMU [25] 0 2.366 0.798 2.833 3.261 3.285 2.659 2.771 2.218

UMU 1 2.227 0.859 2.286 2.326 2.911 2.142 2.560 2.026

Table 11 reports the results obtained by the participants in this task. In order
to provide some context, the table includes the performance of three baseline
variants in the top block: “all 0 s”, “all 6 s”, and “average”. The “all 0 s” variant
represents a strategy where the same response (0) is submitted for all questions.
Similarly, the “all 6 s” variant submits the response 6 for all questions. The “aver-
age” variant calculates the mean of the responses provided by all participants for
each question and submits the response that is closest to this mean value (e.g.
if the mean response provided by the participants equals 3.7 then this average
approach would submit a 4).

The results indicate that the top-performing system in terms of Mean Abso-
lute Error (MAE) was run 4 by SCaLAR-NITK. This team also got the best
MZOE (run 2), the best MAEmacro (run 0), the best GED (run 3), the best
RS (run 4), the best ECS (run 1), and the best SCS (run 0). The best WCS,
instead, was achieved by team RELAI (run 0). In some cases the best partici-
pating system was not better that some of the baselines (e.g., lowest MZOE is
the “all 6 s” baseline).

5 Conclusions

This paper provided an overview of eRisk 2024, the eigth edition of the lab,
which focused on three types of tasks: symptoms search (Task 1 on depression),
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early detection (Task 2 on anorexia), and severity estimations (Task 3 on eating
disorders). Participants in Task 1 were given a collection of sentences and had
to rank them according to their relevance to each one of the BDI-II depression
symptoms. Participants in Task 2 had sequential access to social media posts
and had to send alerts about individuals showing risks of anorexia. In Task 3,
participants were given the full user history and had to automatically estimate
the user’s responses to a standard depression questionnaire.

A total of 87 runs were submitted by 17 teams for the proposed tasks. The
experimental results demonstrate the value of extracting evidence from social
media, indicating that automatic or semi-automatic screening tools to detect
at-risk individuals could be promising. These findings highlight the need for the
development of benchmarks for text-based risk indicator screening.
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Abstract. In recent years, the rapid increase in the dissemination of
offensive and discriminatory material aimed at women through social
media platforms has emerged as a significant concern. This trend has had
adverse effects on women’s well-being and their ability to freely express
themselves. The EXIST campaign has been promoting research in online
sexism detection and categorization in English and Spanish since 2021.
The fourth edition of EXIST, hosted at the CLEF 2024 conference, con-
sists of three groups of tasks, which are a continuation of EXIST 2023:
sexism identification, source intention identification, and sexism cate-
gorization. However, while EXIST 2023 focused on processing tweets,
the novelty of this edition is that the three tasks are also applied to
memes, resulting in a total of six tasks. The “learning with disagreement”
paradigm is adopted to address disagreements in the labelling process
and promote the development of equitable systems that are able to learn
from different perspectives on the sexism phenomena. The 2024 edition
of EXIST has exceeded the success of previous editions, with the par-
ticipation of 57 teams submitting 412 runs. This lab overview describes
the tasks, dataset, evaluation methodology, participant approaches and
results.

Keywords: sexism identification · sexism categorization · learning
with disagreement · memes · data bias

1 Introduction

EXIST (sEXism Identification in Social neTworks) is a series of scientific events
and shared tasks on sexism identification in social networks. The editions of
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2021 and 2022 [36,37], celebrated under the umbrella of the IBERLEF forum,
were the first in proposing tasks focusing on identifying and classifying online
sexism in a broad sense, from explicit and/or hostile to other subtle or even
benevolent expressions. The 2023 edition [33] took place as a CLEF Lab and
added a third task consisting in determining the intention of the author of sex-
ist messages with the aim of raising awareness against sexism. Additionally, the
main novelty of the 2023 edition was the adoption of the “Learning with Dis-
agreements” (LwD) paradigm [47] for the development of the dataset and for the
evaluation of the systems. In the LwD paradigm, models are trained to handle
and learn from conflicting or diverse annotations so that different annotators’
perspectives, biases, or interpretations are taken into account. This approach fits
the findings of our previous work that showed that the perception of sexism is
strongly dependent on the demographic and cultural background of the individ-
ual. Adopting this paradigm was a distinguishing feature in comparison to the
SemEval-2023 Shared Task 10: “Explainable Detection of Online Sexism” [18].

EXIST 2024,1 organised also as a CLEF Lab, aims to continue contributing
datasets and tasks that help developing applications to combat sexism on-line,
as a form of hate on-line. This edition embraces also the LwD paradigm and,
as novelty, incorporates three new tasks that center around memes. Memes are
images that are spread rapidly by social networks and Internet users. While by
nature memes are humorous, there is a growing tendency to use them for harm-
ful purposes, as an strategy to conceal hate speech by combining stylistic devices
of humour [5], since people tolerate humorously communicated prejudices better
than explicit irrespectful remarks [8,19,24]. Thus, memes contribute to spread-
ing derogatory humour and to strengthen preexisting prejudices and maintaining
hierarchies between social groups [14]. As Gasparini et al. indicate [12], misogyny
and sexism against women are widespread attitudes within the social media com-
munities, reinforcing age-old patriarchal establishments of baseless name-calling,
objectifying their appearances, and stereotyping gender roles. By including sex-
ist memes in the EXIST 2024 dataset, we aim to encompass a broader spectrum
of sexist manifestations in social networks and to contribute to the development
of automated multimodal tools capable of detecting harmful content targeting
women.

Meme detection has also been the focus of other competitions. The SemEval-
2022 Task 5: Multimedia Automatic Misogyny Identification [11] focused on the
detection of misogynous memes on the web in English and proposed two tasks:
recognising whether a meme is misogynous or not and recognising types of misog-
yny in memes. The Overview of Shared Task on Multitask Meme Classification -
Unraveling Misogynistic and Trolls in Online Memes [7] consisted in classifying
misogynistic content and troll memes, focusing specifically on memes in Tamil
and Malayalam languages. The originality of EXIST lies in that the languages
addressed are English and Spanish, it introduces also the task on source intention
recognition and it adopts the LwD paradigm.

1 http://nlp.uned.es/exist2024/. Accessed 28 May 2024.

http://nlp.uned.es/exist2024/
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In the following sections, we provide comprehensive information about the
tasks, the dataset, the evaluation methodology, the results and the different
approaches of the systems that participated in the EXIST 2024 Lab. The com-
petition features six distinct tasks: sexism identification, source intention clas-
sification, and sexism categorization both in tweets and in memes. A total of
148 teams from 32 different countries registered to participate. Ultimately, we
received 412 results from 57 teams.

2 Tasks

The 2024 edition of EXIST feature 6 tasks, which are described below. The
languages addressed are English and Spanish and the datasets are collections of
tweets and memes. For the tasks on memes, all the partitions of the dataset are
new, whereas for the tasks on tweets we employ the EXIST 2023 dataset.

2.1 Task 1: Sexism Identification in Tweets

This is a binary classification task where systems must decide whether or not
a given tweet expresses ideas related to sexism in any of the three forms: it
is sexist itself, it describes a sexist situation in which discrimination towards
women occurs, or criticizes a sexist behaviour The following statements from
the dataset show examples of sexist and not sexist messages, respectively.

(1) Sexist. It’s less of #adaywithoutwomen and more of a day without femi-
nists, which, to be quite honest, sounds lovely.

(2) Not sexist. Just saw a woman wearing a mask outside spank her very
tightly leashed dog and I gotta say I love learning absolutely everything about
a stranger in a single instant.

2.2 Task 2: Source Intention in Tweets

This task aims to categorize the message according to the intention of the author.
We propose the following ternary classification of tweets:

– Direct sexist message. The intention is to write a message that is sexist by
itself or incites to be sexist, as in:
(3) A woman needs love, to fill the fridge, if a man can give this to her in

return for her services (housework, cooking, etc.), I don’t see what else
she needs.

– Reported sexist message. The intention is to report and share a sexist situ-
ation suffered by a woman or women in first or third person, as in:
(4) I doze in the subway, I open my eyes feeling something weird: the hand

of the man sat next to me on my leg #SquealOnYourPig.
– Judgemental message. The intention is to condemn sexist situations or

behaviours, as in:
(5) As usual, the woman was the one quitting her job for the family’s welfare...
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2.3 Task 3: Sexism Categorization in Tweets

Many facets of a woman’s life may be the focus of sexist attitudes including
domestic and parenting roles, career opportunities, sexual image, and life expec-
tations, to name a few. According to this, each sexist tweet must be assigned
one or more of the following categories:

– Ideological and inequality. It includes messages that discredit the feminist
movement. It also includes messages that reject inequality between men and
women, or present men as victims of gender-based oppression.
(6) #Feminism is a war on men, but it’s also a war on women. It’s a war

on female nature, a war on femininity.
– Stereotyping and dominance. It includes messages that express false ideas

about women that suggest they are more suitable or inappropriate for certain
tasks, and somehow inferior to men.
(7) Most women no longer have the desire or the knowledge to develop a high

quality character, even if they wanted to.
– Objectification. It includes messages where women are presented as objects

apart from their dignity and personal aspects. We also include messages that
assume or describe certain physical qualities that women must have in order
to fulfill traditional gender roles.
(8) No offense but I’ve never seen an attractive african american hooker. Not

a single one.
– Sexual violence. It includes messages where sexual suggestions, requests or

harassment of a sexual nature (rape or sexual assault) are made.
(9) I wanna touch your tits..you can’t imagine what I can do on your body.

– Misogyny and non sexual violence. It includes expressions of hatred and
violence towards women.

(10) Domestic abuse is never okay. . .Unless your wife is a bitch.

2.4 Task 4: Sexism Identification in Memes

As in Task 1, this is a binary classification consisting on deciding whether or not
a meme is sexist. Figure 1 shows examples of sexist and non sexist memes.

2.5 Task 5: Source Intention in Memes

As in Task 2, this task aims to categorize the meme according to the intention
of the author. However, in this task systems should only classify memes in two
classes: DIRECT or JUDGEMENTAL, as shown in Fig. 2.

2.6 Task 6: Sexism Categorization in Memes

This task aims to classify sexist memes according to the categorization provided
for Task 3: (i) ideological and inequality, (ii) stereotyping and dominance, (iii)
objectification, (iv) sexual violence and (v) misogyny and non-sexual violence.
Figure 3 shows one meme of each category.
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Fig. 1. Examples of sexist and non-sexist memes.

Fig. 2. Examples of direct and judgemental memes.

3 Dataset

The EXIST 2024 dataset comprises two types of data: the tweets from the EXIST
2023 dataset and a completely new dataset of memes. Here, we briefly describe
the process followed to curate the meme dataset. More details – including bias
considerations, the annotation process, quality experiments, and inter-annotator
agreement – can be found in the extended overview [32]. In contrast, Plaza et al.
[33] provide a detailed description of the tweet dataset.

Since we adopt the LwD paradigm, we provide all labels assigned by the
different annotators to allow systems to learn from conflicting and subjective
information. This paradigm not only proved to improve the systems’ accuracy,
robutness and generalizability, but also helped to mitigate bias.

3.1 Data Sampling

We first curated a lexicon of terms and expressions leading to sexist memes.
The set of seeds encompasses diverse topics and contains 250 terms, with 112 in
English and 138 in Spanish.



98 L. Plaza et al.

Fig. 3. Examples of memes from the different sexist categories.

The terms were used as search queries on Google Images to obtain the top
100 images. Rigorous manual cleaning procedures were applied, defining memes
and ensuring the removal of noise such as textless images, text-only images, ads,
and duplicates. The final set consists of more than 3,000 memes per language.

Since the proportion of memes per term was heterogeneous, we discarded the
most unbalanced seeds and made sure that all seeds have at least five memes.
To avoid introducing selection bias, we randomly selected memes, ensuring the
appropriate distribution per seed. As a result, we have 2,000 memes per language
for the training set and 500 memes per language for the test set.

3.2 Labeling with Disagreements

We have considered some sources of “label bias”, that may be introduced by
the socio-demographic differences of the persons that participate in the anno-
tation process, but also when more than one possible correct label exists or
when the decision on the label is highly subjective. In order to mitigate label
bias, we consider two sociodemographic parameters: gender (MALE/FEMALE)
and age (18–22/23–45/+46 y.o.). Each meme was annotated by 6 annotators
selected through the Prolific crowdsourcing platform.2 Also, as a new feature in

2 No personally identifiable information about the crowd workers was collected. Crowd
workers were informed that the tweets could contain offensive information and were
allowed to withdraw voluntarily at any time. Full consent was obtained.
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the datasets, both of 2023 and 2024, we have requested three additional demo-
graphic characteristics of annotators: level of education, ethnicity, and country
of residence.

4 Evaluation Methodology and Metrics

As in EXIST 2023, we have carried out a “soft evaluation” and a “hard eval-
uation” . The soft evaluation relates to the LwD paradigm and is intended to
measure the ability of the model to capture disagreements, by considering the
probability distribution of labels in the output as a soft label and comparing it
with the probability distribution of the annotations. The hard evaluation is the
standard paradigm and assumes that a single label is provided by the systems
for every instance in the dataset.

1. Soft-soft evaluation. For systems that provide probabilities for each cat-
egory, we perform a soft-soft evaluation that compares the probabilities
assigned by the system with the probabilities assigned by the set of human
annotators. The probabilities of the classes for each instance are calculated
according to the distribution of labels and the number of annotators for that
instance. We use a modification of the original ICM metric (Information Con-
trast Measure [1]), ICM-Soft (see details below), as the official evaluation
metric in this variant and we also provide results for the normalized version
of ICM-Soft (ICM-Soft Norm).

2. Hard-hard evaluation. For systems that provide a hard, conventional out-
put, we perform a hard-hard evaluation. To derive the hard labels in the
ground truth from the different annotators’ labels, we use a probabilistic
threshold computed for each task. As a result, for Tasks 1 and 4, the class
annotated by more than 3 annotators is selected; for Tasks 2 and 5, the class
annotated by more than 2 annotators is selected; and for Tasks 3 ad 6 (mul-
tilabel), the classes annotated by more than 1 annotator are selected. The
instances for which there is no majority class (i.e., no class receives more
probability than the threshold) are removed from this evaluation scheme.
The official metric for this task is the original ICM, as defined by Amigó and
Delgado. We also report a normalized version of ICM (ICM Norm) and F1
(F1YES). In Tasks 1 and 4, we use F1 for the positive class. In Tasks 2, 3,
5 and 6, we use the macro-average of F1 for all classes (Macro F1). Note,
however, that F1 is not ideal in our experimental setting: although it can
handle multilabel situations, it does not take into account the relationships
between classes. In particular, a confusion between not sexist and any of the
sexist subclasses, and a confusion between two of the sexist subclasses, are
penalized equally.

ICM is a similarity function that generalizes Pointwise Mutual Information
(PMI), and can be used to evaluate outputs in classification problems by com-
puting their similarity to the ground truth. The general definition of ICM is:

ICM(A,B) = α1IC(A) + α2IC(B) − βIC(A ∪ B)



100 L. Plaza et al.

Where IC(A) is the Information Content of the instance represented by the
set of features A. ICM maps into PMI when all parameters take a value of 1.
The general definition of ICM by [1] is applied to cases where categories have a
hierarchical structure and instances may belong to more than one category. The
resulting evaluation metric is proved to be analytically superior to the alterna-
tives in the state of the art. The definition of ICM in this context is:

ICM(s(d), g(d)) = 2IC(s(d)) + 2IC(g(d)) − 3IC(s(d) ∪ g(d))

Where IC() stands for Information Content, s(d) is the set of categories assigned
to document d by system s, and g(d) the set of categories assigned to document
d in the gold standard. The score for a perfect output (s(d) = g(d)) is the
gold standard Information Content (IC(g(d)). The score for a zero-information
system (no category assignment) is −IC(g(d)). We use these two boundaries for
normalisation purposes, truncating to 0 the scores lower than −IC(g(d)).

As there is not, to the best of our knowledge, any current metric that fits
hierarchical multilabel classification problems in a LwD scenario, we have defined
an extension of ICM (ICM-soft) that accepts both soft system outputs and soft
ground truth assignments. ICM-soft works as follows: first, we define the Infor-
mation Content of a single assignment of a category c with an agreement v to a
given instance as the probability of instances in the gold standard to exceed the
agrement level v for the category c:

IC({〈c, v〉}) = − log2(P ({d ∈ D : gc(d) ≥ v})

In order to estimate IC, we compute the mean and deviation of the agreement
levels for each class across instances, and applying the cumulative probability
over the inferred normal distribution.3

Due to the multi-label and hierarchical nature of the classification task, for
each classification instance, the gold standard, the system output and their
unions (IC(s(d)) IC(g(d)) and IC(s(d))Ug(d)) are sets of category assignments.
The union of the assignments (i.e. s(d))Ug(d)) is calculated as fuzzy sets, i.e. the
maximum values., in order to estimate information content, we apply a recursive
function similar to the one described by Amigó and Delgado [1] for assignment
sets and avoid the redundant information of parent categories.

IC

(
n⋃

i=1

{〈ci, vi〉}
)

= IC(〈c1, v1〉) + IC

(
n⋃

i=2

{〈ci, vi〉}
)

− IC

(
n⋃

i=2

{〈lca(c1, ci),min(v1, vi)〉}
)

(1)

where lca(a, b) is the lowest common ancestor of categories a and b.

3 In the case of zero variance, we must consider that the probability for values equals
or below the mean is 1 (zero IC) and the probability for values above the mean must
be smoothed. But this is not the case of the EXIST datasets.
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Table 1. Runs submitted and teams participating on each EXIST 2024 task.

Tweets Memes
Task 1 Task 2 Task 3 Task 4 Task 5 Task 6

# Runs 106 77 63 87 36 43
# Teams 46 38 27 41 18 22

5 Overview of Approaches

In this section, we provide a concise overview of the approaches presented at
EXIST 2024. For a comprehensive description of the systems, please refer to the
participant papers and the extended overview [32]. Although 148 teams from 32
different countries registered for participation, the number of participants who
finally submitted results were 57, submitting 412 runs. Teams were allowed to
participate in any of the six tasks and submit hard and/or soft outputs. Table 1
summarizes the participation in the different tasks and evaluation contexts.

The evaluation campaign started on March 4, 2024 with the release of the
training set. The test set was made available on April 15. The participants were
provided with the official evaluation script. Runs had to be submitted by May
10. Each team could submit up to three runs per task.

A wide range of approaches and strategies were used by the participants.
Here we summarize the techniques and tools employed. For a comprehensive
description, please refer to the extended overview [32]. Nearly all participant sys-
tems utilized large language models, both monolingual and multilingual. Most
employed LLMs include BERT, DistilBERT, MarIA, MDEBERTA, RoBERTa,
DeBERTa, Llama, and GPT-4. For processing memes, popular vision models
were employed: CLIP, BEIT and VIT. Some teams employed ensembles of mul-
tiple models to enhance the overall performance. A couple of teams made use
of knowledge integration to combine different language models with language
features. Data augmentation techniques were used by several teams. Prompt
Engineering was also used to adapt pre-trained models to the sexism detection
task. Only two teams utilized deep learning architectures such as BiLSTM and
CNN, while one team opted for traditional machine learning methods, includ-
ing SVM, Random Forest, and XGBoost, among others. As in EXIST 2023 [31],
Twitter-specific models where employed, such as Twitter-RoBERTa and Twitter-
XML-RoBERTa.

While 174 systems took advantage of the multiple annotations available and
provided soft outputs, 238 followed the traditional approach of providing only
hard labels as outputs. Textual tasks received greater engagement, although
participation is also high in the meme tasks. The binary classification tasks had
more participants, followed by mono-label tasks, and finally, multi-label tasks,
which is due to the increasing difficulty of these tasks.

For each of the six tasks, the organization also provided two different base-
line runs: EXIST2024 majority, a non-informative baseline that classifies
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all instances as the majority class; and EXIST2024 MINORITY, a non-
informative baseline that classifies all instances as the minority class. The eval-
uation metrics for the gold standard (EXIST2024 gold) are also provided, in
order to set the upper bound for the ICM metrics.

6 Results

In the next subsections, we report the results of the participants and the base-
line systems for each task. We only show the results obtained by the best run
submitted by each participant to each task. For more detailed results, please
refer to the Lab Working Notes [32].

6.1 Task 1: Sexism Identification in Tweets

Soft Evaluation. Table 2 presents the results for the soft-soft evaluation for
Task 1. A total of 37 runs were submitted. Out of these, 34 runs outperformed
the non-informative majority class baseline (where all instances are labeled as
“NO”), and all runs surpassed the non-informative minority class baseline (where
all instances are labeled as “YES”). We observed a significant discrepancy in per-
formance, with ICM-Soft Norm scores ranging from 0.6755 to 0.0374. However, if

Table 2. Results of Task 1 in the soft-soft evaluation (the best submission from each
team).

Run Rank ICM-Soft ICM-Soft Norm Cross Entropy

EXIST2024 gold 0 3.1182 1.0000 0.5472

NYCU-NLP_1 [10] 1 1.0944 0.6755 0.9088

ABCD Team_3 [34] 4 0.9291 0.6490 1.2637

CIMAT-CS-NLP_3 [46] 5 0.9285 0.6489 1.2252

BAZI_1 [3] 9 0.8179 0.6311 0.9750

Awakened_2 [30] 10 0.7196 0.6154 0.8106

Victor-UNED_1 [38] 11 0.6952 0.6115 1.0691

I2C-UHU_2 [13] 13 0.6871 0.6102 0.9184

UMUTEAM_1 [28] 15 0.6679 0.6071 0.8708

MMICI_3 [15] 21 0.4589 0.5736 2.0316

clac_1 22 0.1431 0.5230 2.9543

RMIT-IR_1 [44] 23 –0.0011 0.4998 2.7892

FraunhoferSIT_1 [9] 24 –0.0658 0.4895 0.8801

CNLP-NITS-PP_1 [49] 25 –0.2086 0.4666 1.0390

Atresa-I2C-UHU_1 [6] 27 –0.3256 0.4478 3.9518

UniLeon-UniBO_1 33 –1.1882 0.3095 1.2449

EXIST2024 majority 36 –2.3585 0.1218 4.6115

NICA_3 [26] 37 –2.8848 0.0374 1.5286

EXIST2024 minority 40 –3.0717 0.0075 5.3572
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we analyze the top 5 systems, we appreciate a difference of less than 5 percentual
points. Notably, the best run achieved an ICM-Soft Norm score of 68% for this
binary classification task, surpassing the top performance of 64% recorded by
the best EXIST 2023 participant. This suggests that new models and approaches
are becoming more effective at detecting sexism in social networks. However, it
also indicates that there is still room for improvement.

Hard Evaluation. Table 3 presents the results for the hard-hard evaluation. In
this scenario, the annotations from the six annotators are combined into a single
label using the majority vote. Out of the 67 systems submitted for this task,
66 ranked above the majority class baseline (all instances labeled as “NO”). All
systems surpassed the minority class baseline (all instances labeled as “YES”).
Similar to the soft-soft evaluation, the results vary considerably. If we focus on
the ICM-hard normalized metric, we observe that the best run gets 0.8002 while
the worse one gests only 0.2665. If we focus on the top 5 systems, we observe
that they achieve comparable results.

6.2 Task 2: Source Intention in Tweets

Soft Evaluation. Table 4 presents the results for the soft-soft evaluation of Task
2. The table shows that 32 runs were submitted. Among them, 25 runs achieved
better results compared to the majority class baseline (where all instances are
labeled as “NO”). Furthermore, all of the submitted runs outperformed or equaled
the minority class baseline (where all instances are labeled as “REPORTED”).
The ICM-Soft Norm scores range from the 0.4795 of the best system (“nycu-
nlp_2”) system to 0.0000 of “fmrs_2”, indicating significant variability in the
effectiveness of the submitted models. It is worth mentioning that the best system
outperforms the second-best by more than 8% points. Overall, performance is
considerably lower compared to Task 1. This can be attributed to the hierarchical
and multiclass nature of Task 2.

Hard Evaluation. Table 5 presents the hard-hard evaluation results for Task
2, assessing 43 systems against the hard gold standard. Among these, 37 runs
outperform the majority class baseline (where all instances are labeled “NO”),
and all systems show equal or better performance compared to the minority class
baseline (where all instances are labeled “REPORTED”). Similar to the soft-soft
evaluation, discrepancies between the best and the worst-performing systems
are more pronounced in Task 2 than in Task 1. The top-ranking system, “ABCD
Team_1,” achieved the highest ICM-Hard normalized score (0.6320). The top
5 best systems range between 0.5937 and 0.6320. The lower end of the table
includes five systems which score 0 in the ICM-Hard norm metric.
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Table 3. Results of Task 1 in the hard-hard evaluation (the best submission from each
team).

Run Rank ICM-Hard ICM-Hard Norm F1YES

EXIST2024 gold 0 0.9948 1.0000 1.0000
NYCU-NLP_1 1 0.5973 0.8002 0.7944
ABCD Team_1 2 0.5957 0.7994 0.7826
CIMAT-CS-NLP_2 3 0.5926 0.7978 0.7899
EquityExplorers_2 [17] 4 0.5883 0.7957 0.7775
CIMAT-GTO_3 [50] 5 0.5848 0.7939 0.7903
I2C-UHU_2 10 0.5557 0.7793 0.7733
BAZI_1 11 0.5490 0.7759 0.7755
ADITYA_3 [39] 14 0.5418 0.7723 0.7691
MMICI_3 [15] 17 0.5324 0.7676 0.7637
NICA_1 19 0.5214 0.7621 0.7642
Awakened_3 20 0.5196 0.7611 0.7652
maven_3 22 0.5015 0.7521 0.7596
Victor-UNED_3 24 0.4934 0.7480 0.7602
RMIT-IR_3 27 0.4802 0.7414 0.7548
penta-nlp_1 29 0.4779 0.7402 0.7508
fmrs_2 [48] 35 0.4398 0.7211 0.7462
clac_1 36 0.4380 0.7201 0.7376
TextMiner_2 [16] 39 0.3926 0.6973 0.7223
CAU&ITU_2 [22] 45 0.3460 0.6739 0.7024
DLRG_1 46 0.3446 0.6732 0.7085
shm2024_3 [42] 48 0.3230 0.6623 0.7044
Atresa-I2C-UHU_1 52 0.2782 0.6398 0.6899
FraunhoferSIT_1 53 0.2320 0.6166 0.6823
CNLP-NITS-PP_1 54 0.1977 0.5994 0.6762
mc-mistral_2 [43] 56 0.0614 0.5309 0.5317
UniLeon-UniBO_2 58 –0.1870 0.4060 0.4963
NIT-Patna-NLP_1 60 –0.2975 0.3505 0.5272
shm2024_2 62 –0.3410 0.3286 0.4922
DadJokers_1 63 –0.3611 0.3185 0.4365
VerbaNex_1 [23] 64 –0.4048 0.2965 0.4588
The 3 Musketeers_1 [45] 65 –0.4229 0.2875 0.3371
EXIST2024 majority 68 –0.4413 0.2782 0.0000
EXIST2024 minority 70 –0.5742 0.2114 0.5698
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Table 4. Results of Task 2 in the soft-soft evaluation (the best submission from each
team).

Run Rank ICM-Soft ICM-Soft Norm Cross Entropy

EXIST2024 gold 0 6.2057 1.0000 0.9128
NYCU-NLP_2 1 –0.2543 0.4795 1.8344
BAZI_1 4 –1.3468 0.3915 1.7812
Victor-UNED_2 5 –1.6440 0.3675 1.7971
ABCD Team_3 7 –1.8462 0.3513 2.4123
UMUTEAM_1 8 –1.9566 0.3424 1.4726
Awakened_2 9 –2.0091 0.3381 3.0835
fmrs_1 14 –2.1737 0.3249 2.1210
CNLP-NITS-PP_1 15 –2.4732 0.3007 1.6696
Atresa-I2C-UHU_1 16 –2.6802 0.2841 2.1629
I2C-UHU_2 17 –2.6952 0.2828 2.1440
MMICI_3 20 –3.6350 0.2071 1.7285
FraunhoferSIT_1 21 –4.0856 0.1708 1.7649
RMIT-IR_1 23 –4.5481 0.1336 3.5776
CUET-SSTM_1 26 –5.1320 0.0865 4.8736
EXIST2024 majority 27 –5.4460 0.0612 4.6233
NICA_2 28 –5.7592 0.0360 2.7026
UniLeon-UniBO_3 30 –5.7633 0.0356 2.1267
EXIST2024 minority 35 –32.9552 0.0000 8.8517

6.3 Task 3: Sexism Categorization in Tweets

Soft Evaluation. Table 6 displays the results of the soft-soft evaluation for
Task 3. A total of 30 runs were submitted, with 26 runs surpassing the majority
class baseline (all instances labeled as “NO”), and all systems outperforming the
minority class baseline (all instances labeled as “SEXUAL-VIOLENCE”). The
“NYCU-NLP” team has the top three runs, with ”NYCU-NLP_1“ ranked first
(ICM-Soft: −1.1762, ICM-Soft Norm: 0.4379). The next two runs from the same
team, ”NYCU-NLP_2“ and “NYCU-NLP_3,” follow closely, indicating the con-
sistency and robustness of their approach. The fourth and fifth systems, however,
show a significantly poorer performance (0.3835 and 0.3732, respectively) The
range of ICM-Soft Norm scores (from 0.4379 to 0.0000) underscores a significant
variability in system performance. However, despite the complexity of the task,
it seems that systems are still able to correctly capture relevant information
concerning the different types of sexism.

Hard Evaluation. In the hard-hard evaluation context for the third task,
31 systems were submitted. As shown in Table 7, 28 systems outperformed
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Table 5. Results of Task 2 in the hard-hard evaluation (the best submission from each
team).

Run Rank ICM-Hard ICM-Hard Norm Macro F1

EXIST2024 gold 0 1.5378 1.0000 1.0000
ABCD Team_1 1 0.4059 0.6320 0.5677
NYCU-NLP_3 2 0.3522 0.6145 0.5410
CUET-SSTM_1 5 0.2883 0.5937 0.5383
CIMAT-CS-NLP_2 7 0.2643 0.5859 0.5171
penta-nlp_1 9 0.2089 0.5679 0.4856
BAZI_1 10 0.1883 0.5612 0.4843
I2C-UHU_2 11 0.1815 0.5590 0.4980
Awakened_2 12 0.1812 0.5589 0.4826
fmrs_1 14 0.1609 0.5523 0.4978
NICA_2 15 0.1506 0.5490 0.4738
RMIT-IR_1 18 0.0855 0.5278 0.4024
Victor-UNED_1 19 0.0851 0.5277 0.3257
maven_1 [40] 26 –0.0510 0.4834 0.4563
MMICI_1 27 –0.0987 0.4679 0.4548
DLRG_1 29 –0.1171 0.4619 0.3931
Atresa-I2C-UHU_1 31 –0.1524 0.4504 0.4278
CNLP-NITS-PP_1 33 –0.2694 0.4124 0.3743
FraunhoferSIT_1 34 –0.4106 0.3665 0.3823
CAU&ITU_1 35 –0.4711 0.3468 0.2998
shm2024_1 37 –0.8873 0.2115 0.3148
EXIST2024 majority 39 –0.9504 0.1910 0.1603
UniLeon-UniBO_3 41 –1.2145 0.1051 0.2605
NIT-Patna-NLP_1 42 –1.9410 0.0000 0.1207
EXIST2024 minority 46 –3.1545 0.0000 0.0280

the majority class baseline (all instances labeled as “NO”), while all systems
achieved better results than the minority class baseline (all instances labeled as
“SEXUAL-VIOLENCE”). The discrepancy between the best (“ABCD Team_1”,
0.5862 ICM-Hard norm score) and the worst-performing system (“CAU&ITU”
1, 0.000 score) is over 0.5 ICM-hard-norm, which is less than in Task 2. Finally,
comparing the performance of the three different textual tasks in the hard-hard
evaluation, the efficiency of the systems in this task, in terms of ICM-Hard
Norm, is lower than in previous tasks. This further highlights the complexity of
categorizing sexism.
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Table 6. Results of Task 3 in the soft-soft evaluation (the best submission from each
team).

Run Rank ICM-Soft ICM-Soft Norm

EXIST2024 gold 0 9.4686 1.0000

NYCU-NLP_1 1 –1.1762 0.4379

Medusa_1 [2] 4 –2.2055 0.3835

ABCD Team_3 7 –3.5160 0.3143

Awakened_2 9 –4.0748 0.2848

NICA_2 12 –4.4324 0.2659

FraunhoferSIT_1 14 –5.1905 0.2259

Victor-UNED_1 15 –5.5936 0.2046

CNLP-NITS-PP_1 17 –5.7385 0.1970

RMIT-IR_1 19 –7.2098 0.1193

MMICI_3 20 –7.6413 0.0965

fmrs_1 24 –8.2508 0.0643

EXIST2024 majority 28 –8.7089 0.0401

UniLeon-UniBO_1 29 –10.3622 0.0000

Atresa-I2C-UHU_1 32 –10.4052 0.0000

EXIST2024 minority 33 –46.1080 0.0000

Table 7. Results of Task 3 in the hard-hard evaluation (the best submission from each
team).

Run Rank ICM-Hard ICM-Hard Norm Macro F1

EXIST2024 gold 0 2.1533 1.0000 1.0000

ABCD Team_1 1 0.3713 0.5862 0.6004

NYCU-NLP_3 3 0.3069 0.5713 0.6130

Awakened_2 6 –0.0042 0.4990 0.4833

RMIT-IR_3 8 –0.0344 0.4920 0.5049

ABCD Team_2 12 –0.1090 0.4747 0.5286

NICA_2 13 –0.2383 0.4447 0.4564

penta-nlp_1 [41] 14 –0.2597 0.4397 0.4379

maven_1 15 –0.2654 0.4384 0.4491

UniLeon-UniBO_1 16 –0.3188 0.4260 0.5032

UMUTEAM_1 20 –0.7339 0.3296 0.4942

FraunhoferSIT_1 21 –0.7437 0.3273 0.3724

MMICI_3 23 –0.8105 0.3118 0.4805

CNLP-NITS-PP_1 25 –0.9571 0.2778 0.2684

fmrs_3 29 –1.5952 0.1296 0.1087

EXIST2024 majority 30 –1.5984 0.1289 0.1069

CAU&ITU_1 33 –2.3423 0.0000 0.1705

EXIST2024 minority 34 –3.1295 0.0000 0.0288
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6.4 Task 4: Sexism Identification in Memes

Soft Evaluation. Table 8 presents the results for the classification of memes as
sexist or not sexist. The performance results are notably low for a binary classi-
fication task: “Victor-UNED_1”, the top-ranked participant, achieved an ICM-
Soft Norm score of 0.4530 and a relatively low Cross Entropy of 1.1028. How-
ever, the variability between the best and worst-performing systems is reduced
compared to that of the tasks described above. When comparing these results to
those of Task 1 (classifying tweets as sexist or not), we observe a significant drop
in performance for image classification (0.4530 versus 0.6755 ICM-Soft Norm).
It is important to highlight that most approaches relied solely on the text within
the meme for classification, without incorporating image processing. This sug-
gests that sexism in memes might often be conveyed through the imagery, even
when the accompanying text seems to be neutral.

Table 8. Results of Task 4 in the soft-soft evaluation (the best submission from each
team).

Run Rank ICM-Soft ICM-Soft Norm Cross Entropy

EXIST2024 gold 0 3.1107 1.0000 0.5852
Victor-UNED_1 1 –0.2925 0.4530 1.1028
Elias&Sergio_1 3 –0.3225 0.4482 0.9903
I2C-Huelva_3 4 –0.3263 0.4476 1.5189
RMIT-IR_2 8 –0.3780 0.4392 0.9852
NICA_1 9 –0.4360 0.4299 0.9278
PINK_2 [35] 10 –0.4396 0.4293 0.9375
ROCurve_3 12 –0.4646 0.4253 0.9609
the gym nerds_2 13 –0.5015 0.4194 0.9201
MMICI_2 16 –0.6183 0.4006 0.9143
OppositionalOppotision_1 21 –0.9556 0.3464 3.2025
melialo-vcassan_1 22 –1.0022 0.3389 0.9931
CNLP-NITS-PP_2 27 –1.2354 0.3014 1.0918
CHEEXIST_2 28 –1.2710 0.2957 1.1993
Penta-ML_2 [4] 30 –1.2910 0.2925 2.2277
epistemologos_1 31 –1.3486 0.2832 2.9425
EXIST2024 majority 36 –2.3568 0.1212 4.4015
EXIST2024 minority 38 –3.5089 0.0000 5.5672

Hard Evaluation. Table 9 presents the results for the hard-hard evaluation of
Task 4. Out of the 50 systems submitted for this task, only 37 ranked above
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Table 9. Results of Task 4 in the hard-hard evaluation (the best submission from each
team).

Run Rank ICM-Hard ICM-Hard Norm F1YES
EXIST2024 gold 0 0.9832 1.0000 1.0000
RoJiNG-CL_3 [20] 1 0.3182 0.6618 0.7642
I2C-Huelva_2 4 0.1313 0.5668 0.7241
DiTana-PV_2 [25] 6 0.1150 0.5585 0.7122
Victor-UNED_2 7 0.1028 0.5523 0.7154
MMICI_2 8 0.1014 0.5515 0.7261
I2C-Huelva_3 9 0.0987 0.5502 0.6933
NICA_1 11 0.0767 0.5390 0.7248
OppositionalOppotision_1 14 0.0494 0.5251 0.7168
Elias&Sergio_1 15 0.0433 0.5220 0.6979
ROCurve_3 19 0.0088 0.5045 0.6834
PINK_1 20 0.0076 0.5039 0.7044
RMIT-IR_2 22 –0.0123 0.4938 0.6726
Miqarn_1 26 –0.1159 0.4411 0.6632
CNLP-NITS-PP_1 27 –0.1234 0.4372 0.6699
Penta-ML_2 28 –0.1308 0.4335 0.6742
epistemologos_1 30 –0.1823 0.4073 0.5503
TokoAI_1 31 –0.1872 0.4048 0.5639
UMUTEAM_1 33 –0.2422 0.3768 0.6963
Umera Wajeed Pasha_1 [29] 36 –0.3083 0.3432 0.5956
TargaMarhuenda_1 37 –0.3535 0.3202 0.6487
EXIST2024 majority 39 –0.4038 0.2947 0.6821
DLRG_1 41 –0.4206 0.2861 0.6469
MIND_1 [21] 42 –0.4986 0.2465 0.5674
ALC-UPV-JD-2_1 43 –0.5446 0.2231 0.4878
dap-upv_1 [27] 44 –0.5737 0.2082 0.4188
AI Fusion_1 45 –0.6416 0.1737 0.4651
EXIST2024 minority 46 –0.6468 0.1711 0.0000
TheATeam_1 50 –0.6644 0.1621 0.4821
melialo-vcassan_2 51 –0.6644 0.1621 0.0281

the majority class baseline (all instances labeled as “NO”), while 47 systems sur-
passed the minority class baseline (all instances labeled as “YES”). Similar to the
soft-soft evaluation, the results vary considerably, from 0.6618 ICM-Hard Norm
for the best performing system (RoJiNG-CL_3) to 0.0876 (melialo-vcassan_1).
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6.5 Task 5: Source Intention in Memes

Soft Evaluation. Table 10 presents the results for the classification of memes
according to the intention of the author, with the outputs provided as the prob-
abilities of the different classes. Only 15 runs were submitted for this task. While
all the runs ranked above the minority class baseline (all instances labeled as
“JUDGEMENTAL”), only 15 runs surpassed the majority class baseline (all
instances labeled as “NO”). The results for this task are notably low, with the
best team (“Victor-UNED_2”) achieving only 0.3676 ICM-Soft Norm. This sug-
gests that identifying whether a meme contains direct sexism or is judgmental
is more difficult than identifying the intention behind a sexist tweet.

Table 10. Results of Task 5 in the soft-soft evaluation (the best submission from each
team).

Run Rank ICM-Soft ICM-Soft Norm Cross Entropy

EXIST2024 gold 0 4.7018 1.0000 0.9325
Victor-UNED_2 1 –1.2453 0.3676 1.6235
MMICI_1 2 –1.2660 0.3654 1.4645
NICA_1 4 –1.5329 0.3370 1.4664
CNLP-NITS-PP_1 5 –1.5907 0.3308 1.5273
melialo-vcassan_2 6 –1.9847 0.2889 1.5211
I2C-Huelva_3 10 –2.7996 0.2023 3.9604
EXIST2024 majority 14 –5.0745 0.0000 5.5565
Penta-ML_3 15 –5.2668 0.0000 5.1547
EXIST2024 minority 18 –18.9382 0.0000 8.0245

Hard Evaluation. Table 11 presents the results for the hard-hard evaluation
of Task 5. Out of the 19 systems submitted for this task, only 15 ranked above
the majority class baseline (all instances labeled as “NO”), while 18 systems sur-
passed the minority class baseline (all instances labeled as “JUDGEMENTAL”).
The results range from 0.4167 ICM-Hard Norm for the best performing system
(“Victor-UNED_1”) to 0.0000 for the worst performing systems, but are quite
homogeneous among the top 5 systems.
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Table 11. Results of Task 5 in the hard-hard evaluation (the best submission from
each team).

Run Rank ICM-Hard ICM-Hard Norm Macro F1

EXIST2024 gold 0 1.4383 1.0000 1.0000
Victor-UNED_1 1 –0.2397 0.4167 0.3873
I2C-Huelva_2 2 –0.2535 0.4119 0.4761
NICA_1 6 –0.2881 0.3999 0.3837
MMICI_1 7 –0.3066 0.3934 0.4179
CNLP-NITS-PP_1 9 –0.3370 0.3829 0.4101
Penta-ML_3 11 –0.6123 0.2872 0.3841
TokoAI_1 14 –0.7263 0.2475 0.3716
melialo-vcassan_3 15 –0.7758 0.2303 0.3709
EXIST2024 majority 17 –1.0445 0.1369 0.1839
UMUTEAM_1 18 –1.1486 0.1007 0.2098
DLRG_1 20 –1.4891 0.0000 0.2530
EXIST2024 minority 21 –2.0637 0.0000 0.0697
epistemologos_1 22 –8.7012 0.0000 0.0557

6.6 Task 6: Sexism Categorization in Memes

Soft Evaluation. Table 12 presents the results for classifying memes based on
the aspects of women being attacked, with outputs provided as class proba-
bilities. Only 19 runs were submitted for this task. While all runs performed
better than the minority class baseline (labeling all instances as “MISOGYNY-
NON-SEXUAL-VIOLENCE”), only 11 runs exceeded the majority class baseline
(labeling all instances as “NO”). The performance for this task was generally low,
with the top team (“ROCurve_1”) achieving an ICM-Soft Norm score of only
0.2462, which is significantly lower compared to the results for the same task
when applied to tweets (Task 3).

Hard Evaluation. Finally, Table 13 presents the results for classifying memes
based on the aspects of women being attacked, with outputs provided as a
single class prediction. 22 runs were submitted for this task. Only 17 runs
exceeded the majority class baseline (labeling all instances as “NO”), while 21
runs ranked above the minority class (all instances labeled as “MISOGYNY-
NON-SEXUAL-VIOLENCE”) The performance for this task was low, with the
top team (“DiTana-PV_1”) achieving an ICM-Soft Norm score of 0.3549.
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Table 12. Results of Task 6 in the soft-soft evaluation (the best submission from each
team).

Run Rank ICM-Soft ICM-Soft Norm

EXIST2024 gold 0 9.4343 1.0000
ROCurve_1 1 –4.7893 0.2462
the gym nerds_2 2 –4.7942 0.2459
Elias&Sergio_1 5 –5.9160 0.1865
Victor-UNED_1 6 –6.4124 0.1602
CNLP-NITS-PP_1 8 –6.6782 0.1461
AI Fusion_1 10 –7.6282 0.0957
EXIST2024 majority 13 –9.8173 0.0000
dap-upv_1 14 –10.4213 0.0000
Penta-ML_2 15 –11.2593 0.0000
MMICI_1 19 –16.1248 0.0000
EXIST2024 minority 22 –50.0353 0.0000

Table 13. Results of Task 6 in the hard-hard evaluation (the best submission from
each team).

Run Rank ICM-Hard ICM-Hard Norm Macro F1

EXIST2024 gold 0 2.4100 1.0000 1.0000
DiTana-PV_1 1 –0.6996 0.3549 0.4319
MMICI_1 3 –0.9863 0.2954 0.4342
ROCurve_1 4 –1.0089 0.2907 0.3639
Penta-ML_3 8 –1.3631 0.2172 0.3356
Elias&Sergio_1 11 –1.5276 0.1831 0.4321
Miqarn_1 13 –1.6216 0.1636 0.3211
CNLP-NITS-PP_1 14 –1.7920 0.1282 0.1587
ALC-UPV-JD-2_1 15 –1.8573 0.1147 0.2103
dap-upv_1 17 -1.9497 0.0955 0.2227
UMUTEAM_1 18 –1.9511 0.0952 0.3786
EXIST2024 majority 19 -2.0711 0.0703 0.0919
TargaMarhuenda_1 20 –2.0725 0.0700 0.1440
TheATeam_1 22 –2.3159 0.0195 0.1490
EXIST2024 minority 23 –3.3135 0.0000 0.0318
One-by-zero_1 25 –4.5910 0.0000 0.2304
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7 Conclusions

The objective of the EXIST challenge is to encourage research on the automated
detection and modeling of sexism in online environments, with a specific focus on
social networks. The EXIST 2024 Lab held as part of CLEF attracted nearly 60
participant teams, and received a total of 412 runs. Participants adopted a wide
range of approaches, including vision transformer models, data augmentation
through automatic translation, data duplication, utilization of data from past
EXIST editions, multilingual language models, Twitter-specific language mod-
els, and transfer learning techniques from domains like hate speech, toxicity, and
sentiment analysis. While many systems opted for the traditional approach of
providing only hard labels as outputs, a significant number of systems leveraged
the multiple annotations available in the dataset, and provided soft outputs,
proving that there is an increasing interest by the research community in devel-
oping systems able to deal with disagreements and with different perspectives.

For future editions of EXIST, we plan to expand our study in order to include
additional communication channels and media formats, such as TikTok videos.
By doing so, we aim to address the nuances and unique challenges presented
by different formats, enhancing the robustness and applicability of research on
automated sexism detection. Additionally, this expansion will allow us to capture
a broader spectrum of online interactions and cultural contexts.
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Abstract. Multiple Sclerosis (MS) and Amyotrophic Lateral Sclerosis
(ALS) are two neurodegenerative diseases that cause progressive or alter-
nating neurological impairments in motor, sensory, visual, and cogni-
tive functions. Patients affected by these diseases undergo the physical,
psychological, and economic burdens of hospital stays and home care
while facing uncertainty. A possible aid to patients and clinicians might
come from AI tools that can preemptively identify the need for interven-
tion and suggest personalized therapies during the progression of these
diseases.

The objective of iDPP@CLEF is to develop automatic approaches
based on AI that can be used to describe the progression of these two
neurodegenerative diseases, with the final goal of allowing patient strat-
ification as well as the prediction of the disease progression, to help
clinicians in assisting patients in the most timely manner.
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iDPP@CLEF 2024 follows the two prior editions, iDPP@CLEF 2022
and 2023. iDPP@CLEF 2022 focused on ALS progression prediction and
approaches of explainable AI for the task. iDPP@CLEF 2023 built upon
iDPP@CLEF 2022 by extending the datasets provided during the pre-
vious edition with environmental data. Additionally, the 2023 edition of
iDPP@CLEF introduced a new task focused on the progression predic-
tion of MS. In this edition, we extended the MS dataset of iDPP@CLEF
2023 with environmental data. Furthermore, we introduced two new ALS
tasks, focused on predicting the progression of the disease using data
obtained from wearable devices, making it the first iDPP edition that
uses prospective data collected directly from the patients involved in the
BRAINTEASER project.

1 Introduction

Amyotrophic Lateral Sclerosis (ALS) and Multiple Sclerosis (MS) are two severe
and extremely impactful diseases that cause progressive neurological impair-
ment in people living with them. Typically, for both diseases, the progression is
heterogeneous, determining a large variability in several aspects including the
treatment of the patients, the outcome, the quality of life, and, in general, their
needs. This variability represents a challenge not only for patients but also for
clinicians and caregivers alike. Indeed, patients with ALS tend to require, at a
certain point of the progression of their disease, some specific treatment, such as
NonInvasive Ventilation (NIV) or Percutaneous Endoscopic Gastrostomy (PEG).
Similarly, patients living with MS tend to undergo impairing relapses that may
cause severe drops in their quality of life. Therefore, it would beneficial to know
beforehand the needs of a person affected by one of these diseases. Neverthe-
less, due to their heterogeneity, it is challenging to develop effective prognostic
tools. This motivates the importance of developing automatic tools to aid clini-
cians in their decision-making in all phases of disease progression and facilitate
personalized therapeutic choices. In particular, when developing new automatic
predictive approaches based on Artificial Intelligence (AI), researchers need a
proper framework that allows for designing and evaluating approaches for dif-
ferent tasks, such as:

– stratifying patients according to their phenotype all over the disease evolution;
– predicting the progression of the disease in a probabilistic, time-dependent

way;
– describing better and in an explainable fashion the mechanisms underlying

MS and ALS diseases.

Nonetheless, it is of uttermost importance that such approaches are based
on shared resources that allow for proper benchmarking and comparable and
reproducible experimentation. The Intelligent Disease Progression Prediction
at CLEF (iDPP@CLEF) lab1 aims to provide an evaluation infrastructure for

1 https://brainteaser.health/open-evaluation-challenges/.

https://brainteaser.health/open-evaluation-challenges/
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the development of such AI algorithms. Differently from previous efforts in
this domain, iDPP@CLEF systematically addresses issues related to the appli-
cation of AI in clinical practice for ALS and MS. Apart from defining risk
scores based on the probability of events occurring in the short or long term,
iDPP@CLEF also deals with providing clinicians with structured and under-
standable data. iDPP@CLEF 2024 [2] is the last iteration of an evaluation cycle
of three challenges aimed at fostering reproducible and comparable evaluation of
AI based approaches to predict the progression of ALS and MS. The first edition,
iDPP@CLEF 2022 focused on ALS, asking participants to predict the probability
that patients would incur the need for specific medical treatments based on their
medical history. The second edition iDPP@CLEF 2023 focused on extending the
dataset of iDPP@CLEF 2022 with environmental data, to determine the impact
that the environment might have on the needs of the patients. Furthermore, a
new task based on predicting the risk of worsening of MS patients was proposed.
This final edition extends iDPP@CLEF 2023 by providing environmental data
for patients affected by MS, to measure the impact that pollution and the exter-
nal environment can have on the progression of MS. Furthermore, two new tasks
have been proposed in iDPP@CLEF 2024. These tasks required participants to
predict the progression of ALS, measured according to the ALSFRS-R scale,
based on the clinical history of the patients, as well as measurements obtained
via wearable devices and sensors.

The paper is organized as follows: Sect. 2 presents related challenges; Sect. 3
describes its tasks; Sect. 4 discusses the developed dataset; Sect. 5 explains the
setup of the Lab and introduces the participants; Sect. 6 introduces the evalua-
tion measures adopted to score the runs; Sect. 7 analyzes the experimental results
for the different tasks; finally, Sect. 8 draws some conclusions and outlooks some
future work.

2 Related Challenges

There have been no other labs on this or similar topics within CLEF before the
start of iDPP@CLEF. iDPP@CLEF 2022 and 2023 were the first two iterations
of the Lab and the current is the third.

While no major challenges – besides iDPP@CLEF 2023 – regarding MS have
been carried out yet, more interest has been shown toward ALS. In particu-
lar, three major challenges were organized on this topic: the DREAM 7 ALS
Prediction challenge2 in 2012 and the DREAM ALS Stratification challenge3

in 2015 and a Kaggle challenge4 in 2021. The DREAM 7 ALS Prediction chal-
lenge consisted of using 3 months of ALS clinical trial information (months 0–3)
to predict the future progression of the disease (months 3–12), expressed as the
slope of change in ALS Functional Rating Scale Revisited (ALSFRS-R) [4]. Later
on, the DREAM ALS Stratification challenge [9] required participants to stratify
2 https://dreamchallenges.org/dream-7-phil-bowen-als-prediction-prize4life/.
3 https://dx.doi.org/10.7303/syn2873386.
4 https://www.kaggle.com/alsgroup/end-als.

https://dreamchallenges.org/dream-7-phil-bowen-als-prediction-prize4life/
https://dx.doi.org/10.7303/syn2873386
https://www.kaggle.com/alsgroup/end-als
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ALS into subgroups based on their characteristics, to understand patient profiles
better and provide personalized ALS treatments. Finally, the Kaggle challenge
employed clinical and genomic data to obtain a better understanding of the
mechanisms underlying ALS and determine why some people with ALS tend to
have a faster progression of the disease compared to others.

At the current time, most of the datasets used to evaluate AI algorithms for
MS are based on closed and proprietary datasets. In this sense iDPP@CLEF
paved the way for a reproducible and effectively open science in the research
domain of the AI used for predicting the progression of MS.

2.1 iDPP@CLEF 2022

iDPP@CLEF 20225 [7,8] was the first edition of the Lab and concerned exclu-
sively the ALS disease progression prediction. Being the pilot Lab, a large share
of effort was devoted to understanding the challenges and limitations linked to
the shared evaluation campaigns, when it comes to AI applied in the medical
domain. iDPP@CLEF 2022 was organized into 3 tasks:

– Pilot Task 1 - Ranking Risk of Impairment: The focus of the first task
of iDPP@CLEF 2022 was on ranking patients based on the risk of impair-
ment, defined as the need for specific medical treatments, such as NIV, PEG,
or death. Participants were given information on the motor functioning of
the patients in time, measured according to the ALSFRS-R scale [4], and
were asked to rank patients based on the time-to-event risk of experiencing
impairment in each specific domain.

– Pilot Task 2 - Predicting Time of Impairment: It refined Task 1 by
asking participants to predict when specific impairments will occur (i.e. in
the correct time window). The task focused on assessing model calibration in
terms of the ability of the proposed algorithms to estimate the probability of
an event close to the true probability within a specified time window.

– Position Paper Task 3 - Explainability of AI algorithms: The task
focused on the evaluation and discussion of AI-based explainable frameworks
for intelligent disease progression prediction able to explain the multivariate
nature of the data and the model predictions.

One of the major outputs of iDPP@CLEF 2022 were the three datasets released.
In particular, the datasets contain data for the prediction of specific events
related to ALS. Such datasets are fully anonymized retrospective details about
2250 real patients. The patients were recruited from two medical institutions
in Turin, Italy, and Lisbon, Portugal. The datasets contain static data about
patients (e.g., age, onset date, gender) and event data (i.e. 18,512 ALSFRS-R
questionnaires and 4,015 spyrometries). six groups participated in iDPP@CLEF
2022 and submitted a total of 120 runs.

5 https://brainteaser.health/open-evaluation-challenges/idpp-2022/.

https://brainteaser.health/open-evaluation-challenges/idpp-2022/
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2.2 iDPP@CLEF 2023

Similarly to iDPP@CLEF 2022, also iDPP@CLEF 20236 [5,6] were organized
into three tasks, focusing on either ALS or MS. More in detail, Task 1 and Task 2
of iDPP@CLEF 2023 concerned MS, while Task 3 built upon iDPP@CLEF 2022
and extended the ALS tasks of the previous iteration of the Lab. To summarize
iDPP@CLEF 2023 tasks:

– Task 1: Predicting Risk of Disease Worsening (MS) This task focused
on predicting the probability that, given the history of the patient, they would
undergo a worsening, according to two different definitions of worsening.

– Task 2: Predicting Cumulative Probability of Worsening (MS) The
second task had a similar objective to Task 1, with the major difference that,
instead of predicting the risk at an absolute level, participants were required
to predict the cumulative probability of worsening over 10 years.

– Task 3: Position Papers on the Impact of Exposition to Pollutants
(ALS) The third task extended the first task of iDPP@CLEF 2022 and con-
cerned the ranking of the patients based on the risk of impairment. The
major difference to iDPP@CLEF 2022 was that participants were given envi-
ronmental data to determine if such data was a good predictor of the risk of
impairment.

iDPP@CLEF 2023 extended the iDPP@CLEF 2022 datasets with two
datasets for MS. In particular, such datasets contained static data about
patients, MS-related details (e.g., the EDSS score, results of MRIs, evoked poten-
tials measures), and a label indicating if the patient underwent a worsening,
based on the worsening definitions of Task 1 and Task 2. Ten teams submitted
a total of 163 runs at the end of iDPP@CLEF 2023.

3 Tasks

In the remainder of this section, we describe each task in more detail.

3.1 Task 1: Predicting ALSFRS-R Score from Sensor Data (ALS)

Task 1 focuses on predicting the twelve scores of the ALSFRS-R (ALS Func-
tional Rating Scale - Revised), assigned by medical doctors roughly every three
months, from the sensor data collected via the app. The ALSFRS-R is a some-
what “subjective” evaluation usually performed by a medical doctor. This task
aims to answer an open question in the research community, i.e., whether the
ALSFRS-R scores can be derived from objective factors.

Participants were given the ALSFRS-R questionnaire at the first visit, includ-
ing the scores for each question and the time (number of days from diagnosis)
when the questionnaire was taken; moreover, they were also provided with the

6 https://brainteaser.dei.unipd.it/challenges/idpp2023/.

https://brainteaser.dei.unipd.it/challenges/idpp2023/
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time of the second visit (number of days from diagnosis) and all the sensor data
up to the time of the second visit.

Participants had to predict the values of the ALSFRS-R sub-scores at the
second visit.

3.2 Task 2: Predicting Patient Self-assessment Score from Sensor
Data (ALS)

The second task concerning ALS focuses on predicting the self-assessment scores
assigned by patients from the sensor data collected via the app. Self-assessment
scores correspond to each of the ALSFRS-R scores, but while the latter are
assigned by medical doctors during visits, the self-assessment scores are assigned
by patients themselves using the app.

If the self-assessment performed by patients, which occurs more frequently
than the assessments performed by medical doctors every three months or so,
can be reliably predicted by sensor and app data, we can imagine a proactive
application that monitors the sensor data and alerts the patient if an assessment
is needed.

Participants were given the first set of self-assessed scores along with the
time (number of days from diagnosis) at which the questionnaire was taken;
furthermore, they were also provided with the time of the second auto-evaluation
(number of days from diagnosis) and all the sensor data up to the time of the
second auto-evaluation. Participants had to predict the values of the self-assessed
scores at the second auto-evaluation, which occurs one or two months after the
first one.

3.3 Task 3: Predicting Relapses from EDSS Sub-scores
and Environmental Data (MS)

The third task focuses on predicting a relapse using environmental data and
EDSS (Expanded Disability Status Scale) sub-scores. This task allows us to
assess if exposure to different pollutants is a useful variable in predicting a
relapse.

Participants were asked to predict the week of the first relapse after the
baseline considering environmental data based on a weekly granularity, given
the status of the patient at the baseline, which is the first visit available in the
considered time span (after January 1, 2013). For each patient, the date of the
baseline will be week 0 and all the other weeks will be relative to it.

Participants were given all the environmental data about a patient, i.e. also
observations which may happen after the relapse to be predicted. All the patients
are guaranteed to experience, at least, one relapse after the baseline.

4 Dataset

For iDPP@CLEF 2024 we release three datasets: two completely new datasets
for ALS and an extension of the iDPP@CLEF 2023 dataset concerning MS. More
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in detail, the two new ALS datasets comprise a common training part with 52
training patients, whose ALSFRS-R scores were both annotated by the clinicians
and self-assessed. Concerning the test sets, 21 and 11 patients were included in
them for Task 1 and Task 2 respectively. Regarding MS, the part of the dataset
concerning static variables and MS-related information is the same as the one
used for iDPP@CLEF 2023. The major improvement regards environmental data
that have been added to the dataset.

4.1 Tasks 1 and 2: ASL Dataset with Clinical or Self-assessed
ALSFRS-R

The datasets for Task 1 and Task 2 were collected from ALS-diagnosed patients
recruited during the BRAINTEASER project from three centers in Lisbon,
Madrid, and Turin. At recruitment, patients were given a commercial fitness
tracker (the Garmin VivoActive 4 smartwatch), and data from its sensors was
collected during a follow-up period with a median duration of 270 days. Patients
were encouraged to wear the watch as much as they were comfortable with,
ideally all the time, both while awake and sleeping. Each day of data for each
patient was summarized into a vector of 90 statistics related to heart rate and
beat-to-beat interval, respiration rate, and nocturnal pulse oximetry. Sensor data
was not available every day for each patient.

During the same period, disease progression was assessed by their clini-
cian using the ALSFRS-R questionnaire (roughly every three months, follow-
ing standard clinical practice). Patients also used the same questionnaire to
self-assess their progression through a smartphone app developed specifically by
the BRAINTEASER project. They were prompted for the assessment once per
month, though the actual frequency varied and depended on patient compliance.

Creation of the Datasets. Patients with insufficient data were excluded
from the challenge dataset. Specifically, this included those with less than three
months of follow-up data, those with more than 50% of sensor data missing, and
those without at least two clinical or self-assessed ALSFRS-R evaluations. After
applying these criteria, a dataset of 83 patients was obtained, with a median of
254 days of sensor data per patient. These patients and their data were then
divided into a training group (common to both Tasks 1 and 2) and two task-
specific testing groups.

Split Into Training and Test. The patients were split into three groups:

training patients with at least two clinical and two self-assessed ALSFRS-R
evaluations;

test-ct patients with at least two clinical but without two self-assessed ALSFRS-
R evaluations;

test-app patients with at least two self-assessed but without two clinical
ALSFRS-R evaluations.
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The training set thus included 52 patients with a median of 3.5 clinical and 5
self-assessed ALSFRS-R evaluations (189 and 301 in total, respectively). The
test-ct set (the test set for Task 1) included 21 patients, whose first clinical
ALSFRS-R evaluations were included as features and the second evaluations
were the prediction target. The test-app set (the test set for Task 2) included
11 patients and was built in the same way using the self-assessed ALSFRS-
R evaluations. The full available sensor data for all patients was included in
both the training and test datasets, while only the clinical (resp. self-assessed)
ALSFRS-R evaluations were included for Task 1 (resp. Task 2).

4.2 Task 3: MS Dataset

The dataset used for Task 3 in iDPP@CLEF 2024 is structured similarly to those
from iDPP@CLEF 2023, though some features (e.g., evoked potentials, MRIs)
were not included, and certain records have been filtered based on the purpose
of the task.

Updates over IDPP@CLEF 2023. In the 2024 dataset, EDSS data after
January 1, 2013 (aligned with the start of environmental data collection), were
filtered, and patients without EDSS follow-ups were removed. Additionally,
patients who did not experience a relapse after their first non-filtered EDSS
follow-up (i.e., the baseline for each patient) were excluded.

The dataset has been expanded to incorporate environmental data, which
includes information on patients’ exposure to various air pollutants identified as
significant public health risks in the latest World Health Organization (WHO)
global air quality guidelines [15], such as particulate matter (PM) - encom-
passing both PM2.5 (particles with an aerodynamic diameter of 2.5µm or less)
and PM10 (particles with an aerodynamic diameter of 10µm or less) - as well
as ozone (O3), nitrogen dioxide (NO2), sulfur dioxide (SO2), carbon monox-
ide (CO), and several weather factors (including wind speed, relative humidity,
sea level pressure, global radiation, precipitation, and average, minimum, and
maximum temperatures).

Air pollutant data from public monitoring stations were collected daily from
the European Air Quality Portal using the DiscoMap tool7. The geographical
coordinates (longitude and latitude) of each monitoring station were matched
to specific postcodes, identifying the nearest station to each patient’s residence
postcode. Instead, weather data were gathered daily from the European Climate
Assessment and Dataset station network, which provides access to the E-OBS
dataset, a daily gridded land-only observational dataset over Europe8. Each
grid was matched with the nearest monitoring station using Euclidean distance
based on geographical coordinates. This approach ensured that air pollution
and weather data were aligned with the same spatial and temporal granularity.
Daily environmental measurements were aggregated into weekly averages from
7 https://discomap.eea.europa.eu/Index/.
8 https://www.ecad.eu/download/ensembles/download.php.

https://discomap.eea.europa.eu/Index/
https://www.ecad.eu/download/ensembles/download.php
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each patient’s baseline. As additional features, the number of days per week
spent over the respective WHO recommended air quality guideline levels for
short-term (24 h) exposure was computed for each air pollutant.

Finally, a subset of 380 MS patients from Turin and Pavia research centers
was selected for Task 3 in iDPP@CLEF 2024, compared to 550 patients for Task
1 and 638 for Task 2 in iDPP@CLEF 2023. The resulting MS dataset9 includes
static variables, with demographic and clinical information, EDSS scores with
corresponding Functional System (FS) sub-scores, environmental measurements,
and the outcome time, representing the week of the first relapse occurrence after
the baseline for each patient. EDSS visits occur between the baseline and the
first relapse, while environmental measurements span from January 1, 2013, to
2023. It is important to note that environmental data may have gaps due to data
availability.

Split Into Training and Test. The dataset was split into a training set (70%)
and a test set (30%), with subjects stratified by outcome time to ensure an even
distribution across both sets. The distribution of static data, including demo-
graphic and clinical information, and EDSS were verified to be similar in both
training and test sets. Additionally, since environmental exposure is considered,
the distribution of patients from the two clinical centres and their residence
classification (Cities, Rural Areas, and Towns) was checked to be balanced.

Statistical tests, including the Kruskal-Wallis test for continuous variables
and the Chi-squared test for categorical and ordinal variables, were performed
to assess the appropriateness of the stratification. Special attention was given to
sparsely observed levels in categorical variables to ensure rare levels appeared
only in the training set if at all. Table 1 provides a comparison of variable distri-
butions between the training and test sets, confirming that the split meets the
best-practice quality standards.

5 Lab Setup and Participation

In the remainder of this section, we detail the guidelines the participants had to
comply with to submit their runs and the submissions received by iDPP@CLEF.

5.1 Guidelines

Participating teams should satisfy the following guidelines:

– The runs should be submitted in the textual format described below;
– Each group can submit a maximum of 30 runs for each of Task 1 and Task 2

and Task 3.

9 https://brainteaser.dei.unipd.it/challenges/idpp2024/assets/other/ms/ms-
variables-description.txt.

https://brainteaser.dei.unipd.it/challenges/idpp2024/assets/other/ms/ms-variables-description.txt
https://brainteaser.dei.unipd.it/challenges/idpp2024/assets/other/ms/ms-variables-description.txt
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Table 1. Comparison between training and test populations for MS task. Continuous
variables are presented as median (interquartile range); categorical variables as count
(percentage on available data), for each level.

Variable Level Levels Training Levels Test

Sex Female 148 (74.37%) 54 (66.67%)

Male 51 (25.63%) 27 (33.33%)

Ethnicity Caucasian 181 (90.96%) 77 (95.06%)

Hispanic 2 (1.00%) –

Black African 2 (1.00%) –

NA 14 (7.04%) 4 (4.94%)

Residence classification Cities 53 (26.63%) 20 (24.69%)

Rural Area 52 (26.13%) 22 (27.16%)

Towns 94 (47.24%) 39 (48.15%)

Centre Pavia 129 (64.82%) 58 (71.61%)

Turin 70 (35.18%) 23 (28.39%)

Occurrence of MS in pediatric age FALSE 176 (88.44%) 77 (95.06%)

TRUE 23 (11.56%) 4 (4.94%)

Age at onset median (IQR) 28 (22-36) 30 (24-34)

Age at baseline median (IQR) 38 (31-47) 38 (33-47)

Diagnostic delay median (IQR) 12 (4-47) 12 (3-28)

Spinal cord symptom FALSE 143 (71.86%) 54 (66.67%)

TRUE 56 (28.14%) 27 (33.33%)

Brainstem symptom FALSE 146 (73.37%) 57 (70.37%)

TRUE 53 (26.63%) 24 (29.63%)

Eye symptom FALSE 148 (74.37%) 59 (72.84%)

TRUE 51 (25.63%) 22 (27.16%)

Supratentorial symptom FALSE 140 (70.35%) 50 (61.73%)

TRUE 59 (29.65%) 31 (38.27%)

Other symptoms FALSE 197 (99.00%) 80 (98.77%)

Sensory 1 (0.50%) 1 (1.23%)

Epilepsy 1 (0.50%) –

EDSS median (IQR) 2.0 (1.5-3.0) 2.0 (1.5-3.5)

NA 3 (0.36%) 0 (0.00%)

Outcome time median (IQR) 59 (24-122) 53 (25-130)

Task 1 Run Format. Runs should be submitted as a text file (.txt) with the
following format:

10061925618906738677 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
10160033396142711519 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
10287479530859953248 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
12398828804459792214 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
10038199677222038201 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
...
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where:

– Columns are separated by a white space;
– The first column is the patient ID, an hashed version of the original patient

ID (should be considered just as a string);
– Columns from 2 to 13 represent the predicted ALSFRS-R sub-score. Each

column corresponds to an ALSFRS-R question, e.g. column 2 to Q1, column
3 to Q2, and so on). Each values is expected to be integer in the range [0, 4];

– The last column is the run identifier, according to the format described below.
It must uniquely identify the participating team and the submitted run.

It is important to include all the columns and have a white space delimiter
between the columns. No specific ordering is expected among patients (rows) in
the submission file.

Task 2 Run Format. Runs should be submitted as a text file (.txt) with the
following format:

10061925618906738677 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
10160033396142711519 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
10287479530859953248 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
12398828804459792214 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
10038199677222038201 1 2 3 4 1 2 3 4 1 2 3 4 upd_T1_myDesc
...

where:

– Columns are separated by a white space;
– The first column is the patient ID, an hashed version of the original patient

ID (should be considered just as a string);
– Columns from 2 to 13 represent the predicted self-assessd sub-score. Each

column corresponds to an ALSFRS-R question, e.g. column 2 to Q1, column
3 to Q2, and so on). Each values is expected to be integer in the range [0, 4];

– The last column is the run identifier, according to the format described below.
It must uniquely identify the participating team and the submitted run.

It is important to include all the columns and have a white space delimiter
between the columns. No specific ordering is expected among patients (rows) in
the submission file.

Task 3 Run Format. Runs should be submitted as a text file (.txt) with the
following format:

10061925618906738677 10 upd_T3_myDesc
10160033396142711519 47 upd_T3_myDesc
10287479530859953248 13 upd_T3_myDesc
12398828804459792214 1 upd_T3_myDesc
10038199677222038201 9 upd_T3_myDesc
...
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where:

– Columns are separated by a white space;
– The first column is the patient ID, a hashed version of the original patient

ID (should be considered just as a string);
– The second column is the predicted week at which the first relapse after the

baseline happens. The value is expected to be an integer starting from 1;
– The third column is the run identifier, according to the format described

below. It must uniquely identify the participating team and the submitted
run.

It is important to include all the columns and have a white space delimiter
between the columns. No specific ordering is expected among patients (rows) in
the submission file.

Submission Upload. Runs should be uploaded to the repository provided by
the organizers. Following the repository structure discussed above, for example,
a run submitted for the first task should be included in submission/task1.

Runs should be uploaded using the following name convention for their iden-
tifiers: <teamname> T<1|2|3> <freefield>, where:

– teamname is the name of the participating team;
– T<1|2|3> is the identifier of the task the run is submitted to, e.g. T1 for Task

1;
– freefield is a free field that participants can use as they prefer to further

distinguish among their runs. Please, keep it short and informative.

For example, a complete run identifier may look like upd T1 myDesc, where:

– upd is the University of Padua team;
– T1 means that the run is submitted for Task 1;
– myDesc suggests an appropriate description for the run.

The name of the text file containing the run must be the identifier of the run
followed by the txt extension. In the above example upd T1 myDesc.txt

5.2 Participants

A total of 28 teams registered to iDPP@CLEF 2024, out of which 8 teams
were able to submit one run in at least one task. Table 2 reports the details
about teams that managed to submit at least one run. Furthermore, Table 3
outlines in which tasks each team participated in and how many runs they
were able to submit. In total, 97 runs were submitted to iDPP@CLEF 2024.
The most participated task was Task 1 with 59 runs and 6 teams participating.
Subsequently, Task 2 had 31 runs submitted by 6 different teams. Finally, only
two teams participated in task 3, with a total of 7 runs submitted. The most
prolific participant was UNIPD, with a total of 20 runs.
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Table 2. Teams participating in iDPP@CLEF 2024.

Team Name Affiliation Country Repository Paper

BIT.UA IEETA/DETI, LASI,

University of Aveiro

Portugal https://bitbucket.

org/brainteaser-

health/idpp2024-

bitua

Silva and Oliveira

[14]

CompBiomedUniTO University of Torino Italy https://bitbucket.

org/brainteaser-

health/idpp2024-

compbiomedunito

Barducci et al. [1]

FCOOL LASIGE, Faculty of

Sciences, University

of Lisbon

Portugal https://bitbucket.

org/brainteaser-

health/idpp2024-fcool

Martins et al. [11]

iDPPExplorers Georgia Institute of

Technology, Atlanta,

GA

United States https://bitbucket.

org/brainteaser-

health/idpp2024-

idppexplorers

Metha et al. [12]

Mandatory University of

Bucharest

Romania https://bitbucket.

org/brainteaser-

health/idpp2024-

mandatory

—

Stefagroup University of Pavia,

BMI lab”Mario

Stefanelli”

Italy https://bitbucket.

org/brainteaser-

health/idpp2024-

stefagroup

Bosoni et al. [3]

UBCS University of

Botswana

Botswana https://bitbucket.

org/brainteaser-

health/idpp2024-ubcs

Okere et al. [13]

UNIPD University of Padova Italy https://bitbucket.

org/brainteaser-

health/idpp2024-

unipd

Martinello et al. [10]

6 Evaluation Measures

In both Tasks 1 and 2, the prediction targets were the future scores of the
ALSFRS-R evaluation, which are integers in the [0-4] range. Since the scores are
discrete, we could have framed the predictive task as a classification problem.
However, we opted for a regression problem to be able to penalize larger errors
more (e.g., with a target score of 3, predicting 1 should be worse than predict-
ing 2). Task 3, where the target was the week of the relapse, was also framed
quite naturally as a regression task for similar reasons. Thus, we evaluated all
tasks using the same two state-of-the-art evaluation measures to assess the per-
formance of regression models: the Root Mean Square Error (RMSE) and the
Mean Absolute Error (MAE). The formulas for RMSE and MAE are shown in
Eq. 1 and Eq. 2, respectively, where n represents the number of observations, yi
is the actual value of the dependent variable for the i-th observation, and ŷi is
the predicted value of the dependent variable for the i-th observation.

RMSE =

√
√
√
√

1
n

n∑

i=1

(yi − ŷi)2 (1)

https://bitbucket.org/brainteaser-health/idpp2024-bitua
https://bitbucket.org/brainteaser-health/idpp2024-bitua
https://bitbucket.org/brainteaser-health/idpp2024-bitua
https://bitbucket.org/brainteaser-health/idpp2024-bitua
https://bitbucket.org/brainteaser-health/idpp2024-compbiomedunito
https://bitbucket.org/brainteaser-health/idpp2024-compbiomedunito
https://bitbucket.org/brainteaser-health/idpp2024-compbiomedunito
https://bitbucket.org/brainteaser-health/idpp2024-compbiomedunito
https://bitbucket.org/brainteaser-health/idpp2024-fcool
https://bitbucket.org/brainteaser-health/idpp2024-fcool
https://bitbucket.org/brainteaser-health/idpp2024-fcool
https://bitbucket.org/brainteaser-health/idpp2024-idppexplorers
https://bitbucket.org/brainteaser-health/idpp2024-idppexplorers
https://bitbucket.org/brainteaser-health/idpp2024-idppexplorers
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https://bitbucket.org/brainteaser-health/idpp2024-stefagroup
https://bitbucket.org/brainteaser-health/idpp2024-stefagroup
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https://bitbucket.org/brainteaser-health/idpp2024-ubcs
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Table 3. Number of runs submitted by each participant team in iDPP@CLEF 2024

Task 1 (ALS) Task 2 (ALS) Task 3 (MS) Total

BIT.UA 7 7 — 14

CompBiomedUniTO 1 1 — 2

FCOOL 9 9 — 18

iDPPExplorers 15 — — 15

Mandatory 19 — — 19

Stefagroup — — 3 3

UBCS — 6 — 6

UNIPD 8 8 4 20

Total 59 31 7 97

MAE =
1
n

n∑

i=1

|yi − ŷi| (2)

Both metrics can explain the performance of a model in an interpretable man-
ner since their units are the same as the target variable (e.g., weeks); together,
they can provide a comprehensive evaluation of the three prediction tasks, with
smaller values indicating better simulation results.

The RMSE measures how much, on average, the model’s predictions deviate
from the actual values. By squaring the errors before averaging them, RMSE
gives higher weight to large errors. MAE represents the average absolute differ-
ence between actual and predicted values. Unlike RMSE, MAE treats all errors
equally, regardless of their magnitude. Therefore, it provides a clear represen-
tation of the average error, is less sensitive to outliers, but does not emphasize
large errors as much as RMSE.

7 Results

For each task, we report the analysis of the performance of the runs submitted
by the Lab’s participants according to the measures described in Sect. 6.

7.1 Task 1: Predicting ALSFRS-R Score from Sensor Data (ALS)

Clinicians monitor ALS progression through frequent visits, typically every two
to three months, to promptly detect any worsening of symptoms. Consequently,
ALSFRS-R scores usually remain fairly stable between these appointments, mak-
ing the most recent score a reliable predictor for the next assessment. While some
deterioration in at least one score is not uncommon, using the last observed value
as a predictive measure is both simple and effective, as most scores will not
change. This approach is particularly useful for bulbar and respiratory scores,
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Table 4. For both MAE and RMSE, we report the average error across all twelve
ALSFRS-R scores, the average standard deviation (computed by bootstrapping the
test set one thousand times), and their respective rankings

team run MAE RANK(MAE) RMSE RANK(RMSE)

fcool locf 0.20± 0.20 1 0.49± 0.20 1

idppexplorers naive 0.20± 0.22 1 0.49± 0.22 1

unipd hold 0.20± 0.21 1 0.49± 0.21 1

mandatory d1 0.20± 0.19 1 0.49± 0.19 1

idppexplorers EN 0.22± 0.17 2 0.50± 0.17 2

CBMUnito RF-MonoWindow 0.23± 0.19 3 0.52± 0.19 3

bitua ensemble-max 0.25± 0.18 4 0.54± 0.18 4

bitua temporalAnalysis 0.29± 0.24 5 0.61± 0.24 6

unipd average 0.33± 0.18 6 0.60± 0.18 5

unipd logistic-ALSFRS 0.34± 0.21 7 0.64± 0.21 8

fcool RFClassifier 0.35± 0.22 8 0.68± 0.22 15

unipd rf 0.36± 0.22 9 0.65± 0.22 11

idppexplorers voting 0.37± 0.15 10 0.65± 0.15 10

bitua moremetrics 0.37± 0.23 10 0.68± 0.23 16

mandatory 12hist14 0.37± 0.19 11 0.65± 0.19 9

unipd rf-reg 0.37± 0.19 12 0.64± 0.19 7

mandatory 1hist09 0.38± 0.31 13 0.72± 0.31 30

bitua median 0.38± 0.23 14 0.70± 0.23 20

fcool 2nd-best-both-metrics 0.39± 0.26 15 0.71± 0.26 25

bitua mean 0.39± 0.26 15 0.71± 0.26 21

mandatory 1hist05 0.39± 0.20 16 0.66± 0.20 12

unipd ridge 0.39± 0.20 17 0.69± 0.20 17

idppexplorers gb 0.40± 0.18 18 0.69± 0.18 18

mandatory 1hist04 0.40± 0.26 18 0.66± 0.26 13

mandatory 12hist10 0.41± 0.23 19 0.67± 0.23 14

unipd optrun 0.41± 0.19 20 0.71± 0.19 22

idppexplorers svm 0.41± 0.23 20 0.75± 0.23 33

fcool best-both-metrics 0.41± 0.22 20 0.71± 0.22 26

mandatory 12hist13 0.42± 0.24 21 0.72± 0.24 28

bitua ensemble-avg 0.42± 0.23 22 0.71± 0.23 24

idppexplorers lr 0.42± 0.20 23 0.73± 0.20 32

mandatory 1hist03 0.42± 0.24 24 0.69± 0.24 19

mandatory 12hist11 0.43± 0.28 25 0.72± 0.28 27

fcool 3rd-best-both-metrics 0.43± 0.26 25 0.78± 0.26 39

mandatory d0 0.44± 0.14 26 0.72± 0.14 29

mandatory 1hist08 0.44± 0.26 27 0.71± 0.26 23

idppexplorers et 0.44± 0.24 27 0.78± 0.24 36

idppexplorers dt 0.44± 0.22 28 0.72± 0.22 31

idppexplorers knn 0.46± 0.19 29 0.77± 0.19 35

bitua ensemble-min 0.47± 0.30 30 0.80± 0.30 40

idppexplorers bestModels 0.47± 0.24 31 0.81± 0.24 42

idppexplorers lstm 0.48± 0.27 32 0.82± 0.27 43

mandatory 1hist07 0.48± 0.21 33 0.75± 0.21 34

mandatory 1hist02 0.48± 0.32 34 0.78± 0.32 37

idppexplorers nn 0.49± 0.24 35 0.80± 0.24 41

mandatory 1hist06 0.49± 0.29 36 0.78± 0.29 38

idppexplorers rf 0.51± 0.29 37 0.86± 0.29 47

fcool LogisticRegression 0.51± 0.28 38 0.84± 0.28 46

idppexplorers bagging 0.51± 0.35 39 0.89± 0.35 49

unipd logistic 0.51± 0.27 40 0.83± 0.27 45

fcool SVC 0.54± 0.34 41 0.89± 0.34 48

fcool XGBClassifier 0.57± 0.15 42 0.83± 0.15 44

fcool majority-class 0.66± 0.52 43 1.09± 0.52 50
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which show more stability in the challenge dataset, and where sensor data might
not be as effective in detecting eventual changes.

Four teams - iDPPExplorers, Mandatory, FCOOL, and UNIPD - employed
this strategy in one of their runs for Task 1, achieving the lowest errors with
both metrics (0.20 MAE and 0.49 RMSE) and securing joint first place. The full
error scores and rankings for all submitted runs are reported in Table 4.

Note that other runs, which also utilize sensor data, demonstrate perfor-
mance very close to the first place. Due to the small size of the test set, error
estimates exhibit large standard deviations, making it impossible to assert sig-
nificant differences in the top scores.

7.2 Task 2: Predicting Patient Self-assessment Score from Sensor
Data (ALS)

Task 2 is very similar to Task 1, with several teams employing the same methods
as they did for Task 1. However, in Task 2, the ALSFRS-R assessments by
patients are less regular in timing and less consistent in scoring compared to
assessments by clinicians, although they are generally more closely spaced.

The predict-the-last-scores approach remains the top performer, albeit with
slightly higher errors (0.29 MAE and 0.58 RMSE), placing the UNIPD and
FCOOL teams in joint first place again. Full results are reported in Table 5.

7.3 Task 3: Predicting Relapses from EDSS Sub-scores
and Environmental Data (MS)

Table 6 displays the RMSE and MAE scores for all submissions made for Task 3,
with consistent scoring positions across both metrics. Additionally, the scatter
plot in Fig. 1 offers a visual representation of the performance of all submitted
runs, where the x-axis denotes actual values and the y-axis represents predicted
values. Ideally, perfect predictions would result in points aligning along a straight
line with a slope of 1.

The top-performing strategy is associated with the UNIPV t3 rf run [3],
which employs a Random Forest (RF) model after thorough preprocessing stages.
Regarding the adoption of environmental features, it is notable that all sub-
missions from the UNIPV (Stefagroup) incorporate environmental variables for
relapse predictions. In contrast, the UNIPD team offers both methods with and
without the inclusion of environmental variables, achieving their best results with
the UNIPD t3 ridge noenv run, which excludes environmental variables [10].

7.4 Approaches

In this section, we provide a short summary of the approaches adopted by par-
ticipants in iDPP@CLEF. There are two separate sub-sections, one for Task 1
and 2 – focused on ALS progression prediction – and one for Task 3 – which
concerns the MS relapse prediction, using environmental data.



134 G. Birolo et al.

Table 5. For both MAE and RMSE, results are reported as the average error across
all twelve ALSFRS-R scores, followed by their average standard deviation (computed
by bootstrapping the test set one thousand times), and their respective rankings

team metric run MAE RANK(MAE) RMSE RANK(RMSE)

fcool locf 0.29± 0.15 1 0.58± 0.15 1

unipd hold 0.29± 0.15 1 0.58± 0.15 1

CBMUnito RF-MonoWindow 0.31± 0.16 2 0.60± 0.16 2

bitua ensemble-max 0.33± 0.14 3 0.61± 0.14 3

bitua moremetrics 0.37± 0.17 4 0.65± 0.17 4

bitua mean 0.39± 0.18 5 0.71± 0.18 8

bitua median 0.40± 0.21 6 0.69± 0.21 5

fcool 2nd-best-both-metrics 0.41± 0.15 7 0.71± 0.15 6

bitua ensemble-avg 0.42± 0.22 8 0.71± 0.22 7

bitua idpp2024-bitua 0.43± 0.24 9 0.72± 0.24 9

unipd average 0.49± 0.20 10 0.78± 0.20 12

fcool 3rd-best-both-metrics 0.50± 0.13 11 0.78± 0.13 10

unipd logistic-ALSFRS 0.50± 0.19 11 0.85± 0.19 18

bitua ensemble-min 0.50± 0.24 12 0.82± 0.24 14

unipd rf 0.52± 0.20 13 0.78± 0.20 11

unipd rf-reg 0.52± 0.12 14 0.82± 0.12 13

fcool best-both-metrics 0.53± 0.20 15 0.84± 0.20 15

fcool RFClassifier 0.53± 0.24 16 0.85± 0.24 17

unipd ridge 0.55± 0.27 17 0.85± 0.27 16

fcool LogisticRegression 0.57± 0.21 18 0.89± 0.21 19

fcool XGBClassifier 0.59± 0.17 19 0.93± 0.17 20

unipd optrun 0.61± 0.27 20 0.96± 0.27 21

unipd logistic 0.66± 0.29 21 0.99± 0.29 22

fcool SVC 0.67± 0.19 22 1.01± 0.19 23

ubcs features100 0.82± 0.43 23 1.20± 0.43 26

ubcs featuresall 0.89± 0.41 24 1.25± 0.41 27

ubcs features10 0.94± 0.49 25 1.33± 0.49 28

ubcs features25 0.96± 0.21 26 1.14± 0.21 24

ubcs features20 1.02± 0.24 27 1.18± 0.24 25

fcool majority-class 1.03± 0.44 28 1.47± 0.44 29

ubcs features50 1.11± 0.51 29 1.51± 0.51 30

Tasks 1 and 2. Silva and Oliveira [14] (Team BIT.UA) focus on Tasks 1 and 2.
Their proposed approaches employ machine learning techniques that rely on RF
ensembles. They observed that the most effective solutions are based on temporal
analysis, with the maximization strategy being the top-performing approach.
Additionally, they emphasize the importance of proper handling of missing data.
The authors noted inconsistent performance across the two tasks. Specifically,
their approaches tended to be more effective on Task 1, while performance on
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Table 6. RMSE and MAE results for all the submitted runs for Task 3

Team RMSE MAE

UNIPD t3 ridge 89.84 68.59

UNIPD t3 rf reg 79.74 66.63

UNIPD t3 average 79.26 65.80

UNIPD t3 ridge noenv 78.62 61.37

UNIPV t3 lmer last 72.51 47.74

UNIPV t3 lmer first 48.07 28.05

UNIPV t3 rf 41.52 22.49

Task 2 was less satisfactory. Silva and Oliveira attribute this behavior to the
variability of the underlying data: Task 1 data, produced by clinicians, was more
stable, whereas Task 2 data, produced directly by patients, appeared to be less
stable.

Barducci et al. [1] (Team CompBiomedUniTO) tested different approaches
to preselect the sensor features to be fed to a RF Classifier. The first solution
exploits the mono window approach, which keeps only sensor data recorded
within 7 days before the considered questionnaire. The other approach instead
considers two windows: the first window is the same as before, and the second
window instead considers sensor data recorded when the previously available
questionnaire occurred. The second approach aims to provide the model with
more information about the changes over time. However, the irregularity of sen-
sor data penalizes the two-windows approach. Indeed, 20 out of 54 patients did
not have two 7-day periods with a minimum of 3 days of sensor data. As a
result, only the model using the mono window approach was submitted. In gen-
eral, the results vary significantly depending on the questionnaire and showed
better performance for the first task. The lower error in Task 1 may be due to
the questionnaire being completed by clinical staff, whose responses are typi-
cally more reliable and objective compared to the subjective opinions provided
by patients. To address the raised issue, data augmentation is proposed as a
possibile solution to increase the number of questionnaires in the training set.
In this way, deep learning models could be tested to improve predictions and
leverage longer sensor data sequences.

Martins et al. [11] (Team FCOOL) proposed a methodology consisting of
independent multi-class models, each predicting a distinct ALSFRS-R question.
The authors tested four classification models: Logistic Regression, RF, XGBoost,
and Support Vector Machine. To manage sensor data, they first derived static
features from the longitudinal data via summarization techniques, and then
reduced the feature set using three methods: top-k selection across questions,
top-k selection by question, and biclustering. In both tasks, RF achieved top
performance among the considered models, but failed to outperform the Last-
Observation Carried Forward (LOCF) baseline, except for a few individual ques-
tions. Moreover, no consensus was found about the best feature selection or
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Fig. 1. Actual versus Predicted values for each run submitted for Task 3

extraction approach. Instead, top-k selection by question was the best approach
in Task 1, while biclustering in Task 2.

Mehta et al. [12] (Team iDPPExplorers) submitted runs only for Task 1 but
analyze the approaches for Task 2 on their working notes paper. Their work
focuses on handling the temporal aspect of the sensor data, by studying how
to compress it via statistical methods that provide interpretability. Among the
set of approaches tested in their work, Mehta et al. observe that the optimal
performance is achieved by both a naive baseline and ElasticNet regression.
Nevertheless, the authors also observe that, despite the similar performance,
the ElasticNet model is more robust and allows a better understanding of the
contribution of various features. While they did not take part in Task 2, they
observed that the proposed approach is able to achieve better results on self-
assessed data provided by the patients. Finally, their conclusive remark hints
that, while this preliminary analysis did not highlight any major benefit of using
sensor data, a larger dataset with a more diverse set of patients might lead to
different conclusions.

In Tasks 1 and 2, Martinello et al. [10] (Team UNIPD) developed a broad set
of predictive models based on different methodological approaches using different
subsets of the provided variables. The aim of their study was to evaluate whether
considering wearable data to predict ALS disability leads to better performance
with respect to models that only consider disease-specific variables collected
during routine visits. They observe that collecting data from wearable devices
can improve the prediction of ALS disability status. However, patients must be
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properly trained to use the sensors correctly in order to acquire high-quality data
leading to significant datasets. Otherwise, if the quality of the acquired wearable
data is poor, predicting the next visit ALSFRS-R score by simply holding the
current one seems to be a better approach. This is especially true when predicting
scores that are self-assigned by patients (Task 2), who seem to be more stable
and conservative with respect to their clinician during the disability evaluation
process over time.

Okere et al. [13] (Team UBCS) explores different deep-learning techniques
to process data, especially to handle missing values. In particular, the authors
exploit auto-encoders and multiple imputation techniques to handle missing val-
ues and use a RF algorithm to select relevant features. Subsequently, four deep
neural networks, such as Multi-Layer Perceptron (MLP), Feed Forward Neu-
ral Network (FFNN), Recurrent Neural Network (RNN), and Long-Short Term
Memory (LSTM), were trained to perform the two tasks. Experimental results
revealed that ensemble predictive models, such as the XGBoost algorithm, show
better performance than deep learning models. The authors link the low perfor-
mance of the models with the small size of the training data.

Task 3. Bosoni et al. [3] (Team Stefagroup) used Topological Data Analy-
sis to compute personal exposure patterns and then employed two predictive
approaches. The former relied on applying Linear Regression, RF, and XGBoost
to the last follow-up data. The latter used Mixed-Effects modeling on longitu-
dinal data from first to last follow-up. The results showed that incorporating
environmental variables provides information statistically significant for predict-
ing relapses. This outcome underlined the need for better methods to compute
personal pollution exposure patterns, thereby enhancing the precision of MS
progression predictions.

In Task 3 Martinello et al. [10] (Team UNIPD) developed a broad set of
predictive models based on different methodological approaches using differ-
ent subsets of the provided variables. The aim of their study was to evaluate
whether considering environmental data to predict MS relapses leads to better
performance with respect to models that only consider disease-specific variables
collected during routine visits. They observe that environmental data can be
beneficial for predicting the occurrence of MS relapses, however, better solutions
should be explored to refine the data collection and variable extraction process
in order to obtain more precise and focused predictions.

8 Conclusions and Future Work

iDPP@CLEF 2024 is the third and last iteration of the iDPP@CLEF evaluation
campaign. The focus of this evaluation campaign was on developing AI models
capable of preemptively estimating the risks that patients affected by ALS and
MS will need medical support and to describe the progression of their disease,
to foster patient stratification and aid clinicians in providing the due care in the
most effective and rapid way.



138 G. Birolo et al.

iDPP@CLEF 2024 operated in continuation with iDPP@CLEF 2022 and
iDPP@CLEF 2023, expanding previously proposed tasks, but also identifying
novel tasks. In particular, iDPP@CLEF was organized into three tasks. The
first two tasks focused on predicting the ALSFRS-R for patients affected by
ALS, using data collected via environmental sensors and wearable devices. This
makes iDPP@CLEF 2024 the first edition of making use of data collected on
patients currently involved in the BRAINTEASER project. The third task of
iDPP@CLEF 2024 built upon the results of iDPP@CLEF 2023, by focusing on
the prediction of the disease progression of patients affected by MS. More in
detail, this task focused on predicting when an MS patient will experience a
relapse. As an improvement over the previous iDPP edition, this year partici-
pants were also provided with environmental data that could have been used to
improve the AI models.

In terms of participation, 28 teams registered in the Lab, suggesting overall
interest in the topic from the research community, and 8 teams were able to
submit their results for a total of 97 submitted runs. The task that received the
most interest was the first, with 59 submissions alone.

While this cycle concludes the evaluation campaign of iDPP@CLEF, we envi-
sion several possible research paths for which iDPP@CLEF paved the way. First
of all, novel and more effective AI approaches can be developed in the future, by
using iDPP@CLEF data as training and evaluation sets. Secondly, iDPP@CLEF
has identified several guidelines and good practices that can be adapted to devise
novel shared tasks and evaluation campaigns in the future, either concerning ALS
and MS, other neurological diseases, or the medical domain at large.
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Johannes Rückert3, Asma Ben Abacha4, Alba Garćıa Seco de Herrera5,6,
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retrieval of multimodal data. The goal is to provide information access to
large collections of data across various usage scenarios and domains. In
2024, the 22st edition of ImageCLEF runs three main tasks: (i) a med-
ical task, continuing the caption analysis, Visual Question Answering
for colonoscopy images alongside GANs for medical images, and medical
dialogue summarization; (ii) a novel task related to image retrieval/gen-
eration for arguments for visual communication, aimed at augmenting
the effectiveness of arguments; and (iii)ToPicto, a new task focused on
translating natural language, whether spoken or textual, into a sequence
of pictograms. The benchmarking capaign was a real success and received
the participation of over 35 groups submitting more than 220 runs.

Keywords: Medical text summarization · medical image caption
analysis · visual question answering · Generative Adversarial Networks
(GANs) · image retrieval · translation of neural language · ImageCLEF
lab

1 Introduction

This paper presents the overview of the ImageCLEF 2024 lab, part of the Con-
ference and Evaluation Forum - CLEF Labs 2024. Started in 2003, ImageCLEF1

is an ongoing evaluation initiative that promotes the evaluation of technologies
for annotation, indexing, and retrieval of visual data, facilitating information
access to image collections across diverse domains. Over the years, ImageCLEF
has continually adapted to emerging trends, adding tasks ranging from general
object classification and retrieval to specialized application areas such as medical
imaging, social media, nature, and security.

Over the years, ImageCLEF and also CLEF have shown a strong scholarly
impact that was assessed in [45,46]. For instance, the term “ImageCLEF” returns
on Google Scholar2 over 7,390 article results (search on June 11, 2024). This
underlines the importance of the evaluation campaigns for disseminating best
scientific practices.

In 2024, the 24th edition of ImageCLEF features three main tasks: i) a medical
task continuing the four sub-tasks from the previous edition [24] (the 8th edition
of the Caption task, the 5th edition of the MEDIQA task, and the 2nd editions for
GANs and MedVQA tasks), ii) ToPicto, a new task focusing on augmentative
and alternative communication using pictograms, and iii) Image Retrieval for
Arguments, a new task for ImageCLEF lab, organized in collaboration with
Touché lab.

2 Overview of Tasks and Participation

ImageCLEF 2024 [23] consists of three main tasks to cover a diverse range of
multimedia retrieval in medical applications. It followed the 2019 tradition [25]
1 http://www.imageclef.org/.
2 https://scholar.google.com/.

http://www.imageclef.org/
https://scholar.google.com/
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Fig. 1. Sample images: (a) ImageCLEFmedical-caption with an image and the corre-
sponding CUIs and captions, (b ImageCLEFmedical-MEDIQA-MAGIC with an exam-
ple of doctor-patient conversation, (c) ImageCLEFmedical-GAN with an example of
real and generated images, (d) ImageCLEFmedical-VQA with examples of questions
and answers in the area of colonoscopy, (e)) Argument-Image with a picture of a boxer
conveying the premise that boxing causes injuries (see Footnote 3), (f) ToPicto from
left to right: “music”, “brush the teeth”.

of diversifying the use cases [3,20,35,41,44,51]. The 2024 tasks are presented as
follows:

– ImageCLEFmedical. Since 2004, the ImageCLEF benchmarking initiative
has included medical tasks. However, by 2018, although nearly all tasks were
medical, there was minimal interaction between them. Therefore, beginning in
2019, the medical tasks were consolidated into a single task centered around
a specific problem, with multiple subtasks. This approach fostered synergies
between the different domains:

• Caption: This is the 8th edition of the task in this format, however, it is
based on previous medical tasks. The task is once again running with both
the “concept detection” and “caption prediction” subtasks [40], after the
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former was brought back in 2021 due to participants’ demands [18,34,41].
The “caption prediction” subtask focuses on composing coherent captions
for the entirety of a radiology image, while the “concept detection” sub-
task focuses on identifying the presence of relevant concepts in the same
corpus of radiology images. After a smaller data set of manually anno-
tated radiology images was used in 2021, the 2024 edition once again
uses a larger dataset based on Radiology Objects in COntext version 2
(ROCOv2) [42], which was already used in 2019–2023.3

• MEDIQA-MAGIC : This is the fifth edition of the MEDIQA tasks and its
second edition in the text format. The 2019 MEDIQA task featured sev-
eral medical natural language semantic retrieval-related tasks, including
natural language inference (NLI) classification of MIMIC-III clinical note
sentences, recognizing question entailment (RQE) in consumer health
questions, and reranking retrieved answers to consumer health questions.
Continuing in 2021, the next MEDIQA task resumed hosting one clinical
subtask and two consumer-health question-answer related subtasks [7].
Different from the 2019 subtasks, MEDIQA 2021 focused on summariza-
tion; summarization of clinical radiology note findings, consumer health
questions, and consumer health answers. 2023 edition included clinical
dialogue section header classification, short-dialogue note summarization,
and full-encounter generation. The MEDIQA-MAGIC 2024 task mirrors
the setup of the MEDIQA-M3G task. Participants receive a consumer
health textual query along with associated images and are tasked with
producing a preliminary doctor response. Responses are evaluated against
two reference standards using deltaBLEU [17], BERT-score [53], and
UMLS-F1 (F1 score of UMLS concept combined with an assertion label).

• GANs: In this edition, we continue to study the first sub-task illustrated
in Fig. 1 – “Detect generative models” “fingerprints”– proposed in the
previous edition [3] focused on examining the existing hypothesis that
GANs generate medical images containing certain “fingerprints” of the
authentic images used for generative network training. We extended the
task by investigating this hypothesis for two different generative models.
Another sub-task is introduced to this second edition—Detect genera-
tive models’ “fingerprints”. The second sub-task explores the hypothesis
that generative models imprint unique fingerprints on generated images
and whether different generative models or architectures leave discernible
signatures within the synthetic images they produce [4].

• MEDVQA-GI : The MEDVQA-GI challenge is held for the second time
this year with a new goal. One of the new frontiers in AI-driven medical
diagnosis is the application of text-to-image generative models. This area
integrates language processing and image synthesis to enhance diagnostic
capability in the medical field. In this task, we aim to direct the power
of artificial intelligence to generate medical images based on text input,
along with optimal prompts for off-the-shelf generative models building

3 Source: Sweating fighter is punched in the face - gettyimages.
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up on the dataset collected in the first edition of MEDVQA-GI. The
objective is to improve the diagnosis and classification of real medical
images using AI-generated imagery. The task is divided into two main
subtasks

– Image Retrieval/Generation for Arguments (Argument-Image). This
is the third edition of the task. Pictures are a powerful means of visual com-
munication and can be used to enhance the impact of arguments. This obser-
vation leads to our task where, given an argument, participants shall find
images that help to convey the argument’s premise. In this context “convey”
is meant in a general manner; it can depict what is described in the argument,
but it can also show a generalization (e.g., a symbolic image that illustrates
a related abstract concept) or specialization (e.g., a concrete example). To
better explain why an image conveys a premise, participants can optionally
submit a rationale that helps explain why an image is relevant. This is a
joint task with Touché 2024. Details on this task are provided in the Touché
overview paper [27]. In Fig. 1 we see an example submission for an argument,
which consists of the premise “Boxing can lead to serious injuries”. and the
claim “Boxing is a dangerous sport!”

– ToPicto. This is the first edition of the task. The objective of ToPicto is
to investigate the translation of natural language, either speech or text, into
a sequence of pictograms as depicted in Fig. 1. Generating pictograms is an
emerging and significant domain in natural language processing, with multi-
ple potential applications. It can enable communication with individuals who
have disabilities, aid in medical settings for individuals who do not speak
the language of a country, and also enhance user understanding in the ser-
vice industry. Recent advances in artificial intelligence and machine transla-
tion have greatly improved performance in text-to-text as well as speech-to-
text translations, but they have not been applied to text-to-pictogram and
speech-to-pictogram translations before. ImageCLEFtoPicto seeks to bring
together linguists, computer scientists, and translators to develop new trans-
lation methods. ImageCLEFtoPicto is divided into two subtasks:

• Text-to-Picto: The first proposed subtask focuses on the automatic gen-
eration of a corresponding sequence of pictogram terms from a French
text.

• Speech-to-Picto: Building on the first subtask, Speech-to-Picto focuses on
the two modalities speech and pictograms. The objective is to directly
translate speech to a sequence of pictograms without going through the
transcription dimension, which is the focus of the speech community with
current spoken language translation systems.

In order to participate in the evaluation campaign, research groups were
required to register by following the instructions on the ImageCLEF 2024 web-
page4. This year, the challenges were organized through the AI4Media bench-

4 https://www.imageclef.org/2024/.

https://www.imageclef.org/2024/
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Table 1. Key figures regarding participation in ImageCLEF 2024.

Task Groups that
submitted results

Submitted
runs

Submitted
working notes

Caption 14 82 13

MEDIQA-MAGIC 3 22 3

GANs 11 100 10

MedVQA 2 6 2

Argument-Image 2 8 2

ToPicto 4 7 4

Overall 33 225 34

marking platform5 based on codalab6. Similar to previous editions, participants
were required to submit a signed End User Agreement (EUA) to access the
datasets. Table 1 summarizes the participation in ImageCLEF 2024, indicated
the statistics both per task and for the overall lab. The table also shows the
number of groups that submitted runs and the ones that submitted a working
notes paper describing the techniques used. Teams were allowed to register for
several tasks. Following a decline in participation in 2016, there was an increase
in 2017, 2018 and 2019. Specifically, in 2018, 31 teams completed the tasks and
28 working notes papers were submitted. In 2019, the number of participating
teams climbed to 63, and we received 50 working papers. In 2020, 40 teams com-
pleted the tasks and submitted their working notes papers. In 2022, participation
decreases with 28 teams completing the tasks and 26 working notes paper sub-
mitted. There was a new increase in 2023 with 47 teams submitting results and
39 working notes papers received. This year’s edition of ImageCLEF attracted
36 teams and we received 34 working notes. The number of runs dropped com-
pared to 2022 and 2023 with more teams involved 256 (2022) and 241 (2023) vs
225 (2024). This could be due to teams focusing on developing higher-quality
solution and the increased complexity of the tasks this year, which may have
required more time and resources per run.

In the following sections, we present the tasks. Only a short overview is
reported, including general objectives, description of the tasks and data sets,
and a short summary of the results. A detailed review of the received submis-
sions for each task is provided with the task overview working notes: Caption [40],
Mediqa [50], GAN [4], MedVQA [21], ToPicto [29] and Image Retrieval for Argu-
ments [27].

3 The Caption Task

The caption task was first proposed as part of the ImageCLEFmedical [18] in
2016, aiming to extract the most relevant information from medical images.
5 https://ai4media-bench.aimultimedialab.ro/.
6 https://github.com/AIMultimediaLab/Ai4media-Bench.

https://ai4media-bench.aimultimedialab.ro/
https://github.com/AIMultimediaLab/Ai4media-Bench
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Hence, the task was created to condense visual information into textual descrip-
tions. With the exception of 2019 and 2020, when only the concept detection task
was offered, the ImageCLEFmedical Caption task has been running since 2017
with two subtasks: concept detection and caption prediction. With a break in
2021, where fewer images which were all manually annotated by medical doctors
were used, an extended version of the ROCO data was set was used from 2019 to
2023 [41] for both subtasks, while the 2023 edition switched from BLEU-1 [32]
to BERTScore [54] as the primary evaluation metric for caption prediction. In
the 2024 edition of the ImageCLEFmedical Caption [40], the data used for both
subtasks was based on the newly released ROCOv2 [42] data set.

3.1 Task Setup

The ImageCLEFmedical 2024 Caption [40] follows the format of the previous
ImageCLEFmedical Caption tasks. In 2024, the overall task comprises two sub-
tasks: “Concept Detection” and “Caption Prediction”. The concept detection
sub-task focuses on predicting Unified Medical Language System R© (UMLS) Con-
cept Unique Identifiers (CUIs) [12] based on the visual image representation in
a given image. The caption prediction subtask focuses on composing coherent
captions for the entirety of the images. This year, a new optional, experimen-
tal explainability extension has been introduced for the caption prediction task.
This extension aims to improve the understanding of the models by asking par-
ticipants to provide explanations, such as heat maps or Shapley values, for a
selected number of images. These explanations are manually reviewed to assess
their effectiveness and clarity.

The detected concepts are evaluated using the balanced precision and recall
trade-off in terms of F1-scores, as in previous years. Like last year, a secondary
F1-score is computed using a subset of concepts that were manually curated and
only contain x-ray anatomy and image modality concepts. Similar to last year,
BERTScore was used as the primary metric for the evaluation of the caption pre-
diction subtask. BERTScore evaluates the semantic similarity of the predicted
captions. In addition to the BERTScore, a secondary ROUGE score, which mea-
sures the overlap of content between the predicted captions and reference cap-
tions, was provided. After the submission period ended, a number of additional
scores were calculated and published: METEOR [5], CIDEr [48], CLIPScore [19],
BLEU and BLEURT [43]. This year, two new metrics, MedBERTScore and Clin-
icalBLEURT [10], were added. These domain-adapted metrics are designed to
better assess the relevance and accuracy of generated text in medical contexts,
with the goal of improving the precision of evaluations in this specialized field.

3.2 Dataset

In 2024, an updated version of the ROCO dataset, called ROCOv2 [42], is utilized
for both subtasks. The ROCOv2 dataset is derived from biomedical articles of
the PMC Open Access Subset7 [38] and was extended with new images added

7 https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/.

https://www.ncbi.nlm.nih.gov/pmc/tools/openftlist/
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Table 2. Performance of the participating teams in the ImageCLEFmedical 2024 Cap-
tion concept detection subtask. The best run per team is selected. Teams with previous
participation in 2023 are marked with an asterisk.

Team F1 Secondary F1

DBS-HHU 0.6375 0.9534

AUEB-NLP-Group* 0.6319 0.9393

DS@BioMed 0.6200 0.9312

SSNMLRGKSR* 0.6001 0.9056

UACH-VisionLab 0.5988 0.9363

MICLabNM 0.5795 0.8835

Kaprov 0.4609 0.7301

VIT Conceptz 0.1812 0.2647

CS Morgan* 0.1076 0.2105

since the last time the dataset was updated. For this year, only CC BY and CC
BY-NC licensed images are included. From the captions, UMLS R© concepts were
extracted, and concepts regarding anatomy and image modality were manually
validated for all images.

Following this approach new training, validation, and test sets were provided
for both tasks:

– Training set including 70,108 radiology images and associated captions and
concepts.

– Validation set including 9972 radiology images and associated captions and
concepts.

– Test set including 17,237 radiology images.

Table 3. Performance of the participating teams in the ImageCLEFmedical 2024 Cap-
tion prediction subtask. The best run per team is selected. Teams with previous par-
ticipation in 2023 are marked with an asterisk.

Team BERTScore ROUGE

PCLmed 0.6299 0.2726

CS Morgan 0.6281 0.2508

DarkCow 0.6267 0.2452

AUEB-NLP-Group 0.6211 0.2049

2Q2T 0.6178 0.2478

MICLab 0.6128 0.2135

DLNU CCSE 0.6066 0.2179

Kaprov 0.5964 0.1905

DS@BioMed 0.5794 0.1031

DBS-HHU 0.5769 0.1531

KDE-medical-caption 0.5673 0.1325
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3.3 Participating Groups and Submitted Runs

In the eighth edition of the ImageCLEFmedical Caption task, 50 teams registered
and signed the End-User-Agreement that is needed to download the development
data. 14 teams submitted 82 graded runs (13 teams submitted working notes)
attracting similar attention to 2023. Similar to last year, participants did not
have access to their own scores until after the submission period was over. Of
the 9 teams that participated in the concept detection subtask this year, 4 also
participated in 2023. Of the 11 teams which submitted runs to the caption
prediction subtask, 6 also participated in 2023. Overall, 6 teams participated in
both subtasks, and 5 teams participated only in the caption prediction subtask.
Unlike in 2023, 3 teams participated only in the concept detection subtask.

In the concept detection subtasks, the groups used primarily multi-label clas-
sification systems.

The winning team this year utilized an ensemble of four different CNNs.
In the caption prediction subtask, teams primarily utilized encoder-decoder
frameworks with various backbones, including transformer-based decoders and
LSTMs [22].

The winning team introduced medical vision-language foundation models
(Med-VLFMs) by combining general and specialist vision models to achieve top
rankings in the challenge.

To get a better overview of the submitted runs, the primary scores of the
best results for each team are presented in Tables 2 and 3.

3.4 Results

For the concept detection subtak, the overall F1 scores increased strongly com-
pared to last year despite very similar approaches being employed by the teams.
In addition to continuously improved and scaled-up approaches by the teams,
some possible explanations for this include an improved and overall larger
dataset, a lower number of unique concepts in the test set, and the removal
of directionality concepts.

The same applies for the general view on results of this year’s caption predic-
tion task. The top scores were slightly worse for BERTScore, but last year’s win-
ners CSIRO did not participate this year. Returning teams improved their scores
across the board showing that the dataset for this year is comparable to last
year and that while teams have experimented with many different approaches
including LLMs for caption generation, no breakthrough improvement has been
achieved with these new techniques. The new optional explainability extension
was not adpoted by the teams, only the team MICLabNM [14] submitted explain-
ability results after the end of the submission phase.

3.5 Lessons Learned and Next Steps

This year’s caption task of ImageCLEFmedical once again ran with both
subtasks, concept detection and caption prediction. Like last year, it used a
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ROCOv2-based data set for both challenges. Manually validated concepts for X-
ray directionality information introduced last year were removed for this year’s
dataset. It attracted 14 teams who submitted a total of 82 graded runs, a simi-
lar level of participation to last year. Changes were introduced in the evaluation
metrics, with the addition of two new domain-specific metrics, MedBERTScore
and ClinicalBLEURT, specifically for the caption prediction task. These addi-
tions were made based on feedback received from participants the previous year.

For next year’s ImageCLEFmedical Caption challenge, some possible
improvements include an improved caption prediction evaluation metric which
is specific to medical texts or a combination of different metrics, as well as addi-
tional metrics for readability and factuality. The optional explainability exten-
sion might be moved into its own subtask for next year.

4 The MEDIQA-MAGIC Task

Since 2019, the MEDIQA shared-tasks have tackled various question-answering
and summarization challenges related to medical reasoning, language, and
semantics. Its first edition included the classification tasks of clinical note sen-
tence natural language inference and recognizing question entailment, as well
as their application towards answer-retrieval re-ranking. In 2021, the MEDIQA
challenges focused on monologue-to-monologue summarization tasks, including
clinical radiology note findings summarization, consumer health question sum-
marization, and multiple answer summarization [7]. In 2023, two editions were
hosted. Both featured problems related to dialogue-to-monologue summariza-
tion for clinical note from doctor-patient conversations. Subtasks included short-
dialogue section header and note generation, topic-to-note summarization, full-
encounter dialogue-to-note generation, and full-encounter note-to-dialogue gen-
eration [8,51]. This year, similarly two related editions were hosted. These tasks
revolved around the problem of multi-modal visual question-answering tasks on
consumer health dermatology problems. While MEDIQA-M3G [9] (multi-modal,
multilingual answer generation), part of the NAACL 2024 ClinicalNLP Work-
shop focused on short-answers in English, Chinese, and Spanish; the MEDIQA-
MAGIC (Multimodal And Generative TelemedICine) task part of ImageCLEF
2024, described here, included in-depth full answer responses for English only.

4.1 Task Setup

The MEDIQA-MAGIC 2024 task follows the setup for the MEDIQA-M3G task.
Participants are supplied with a consumer health textual query and associated
images. The target objective is to output a draft doctor response. The evaluated
responses were graded against two reference standards using deltaBLEU [17],
BERTScore [53], and UMLS-F1 (F1 score of UMLS concept combined with an
assertion label). For more comprehensive details related to the task, dataset, and
results, please refer to the task overview paper [50].
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4.2 Dataset

The 2024 MEDIQA-MAGIC challenge used data from the Reddit sub-collection
of the DermaVQA dataset [52]. To comply with data usage guidelines, only
post id’s and our labels were shared with participants. Participants who reg-
istered through Reddit could receive API credentials to access Reddit’s data.
Afterwards, the participants could use supplied download script8 to retrieve the
original input data. As Reddit users may opt to delete content, the final set of
test set id’s were determined by the subset of test id’s retrieval shortly after the
submission deadline. The original labeled dataset included 347, 50, 93 instances
for train, valid, and test sets. The final number of test set instances was 78.

4.3 Participating Groups and Submitted Runs

Overall 3 teams participated with a total of 22 runs. The teams came from three
different countries and continents (India, Poland, and Taiwan).

4.4 Results

The final results are shown in Table 4. The submitted systems represented a
variety of solutions, including using out-of-the-box gemini [1] models (YuanAI),
applying small visual language models (VisionQAries), and utilizing visual-
language encoders with cosine similarities(IRLab@IIT BHU). The ranges of
scores were co-located in the lower spectrum for all three metrics (100 total
for BLEU, and 1.0 for BERTScore and UMLS F1), indicating the difficulty of
the task.

Table 4. Performance of the participating teams in the MEDIQA-MAGIC 2024 Answer
Generation Task (Best Run).

Team Institution BLEU BERTScore MEDCON

VisionQAries IIT (BHU), Varanasi, India 8.969 0.844 0.077

IRLab@IIT BHU Poland 4.536 0.839 0.066

YuanAI Yuan Ze University, Taiwan 4.371 0.856 0.087

The following sections briefly describe the teams’ solutions. More information
can be found in the overview [50]:
IRLab@IIT BHU manually labeled instances into 160 categories, passing
image and text data through CLIP encoders. Text data went through a Bi-
LSTM and vision data through an MLP, with their results averaged to create a
label vector. Training involved weighted cosine similarity loss. During inference,
the combined embedding matched the closest label embedding. They also used
data augmentation with TextGenie and GPT2 for classification.
8 https://github.com/wyim/MEDIQA-MAGIC-2024.

https://github.com/wyim/MEDIQA-MAGIC-2024
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VisionQAries focused on small multi-modal models, testing direct prompting
and fine-tuning on moondream2 and TinyLLaVA models. Fine-tuning moon-
dream2 yielded better BLEU scores than direct prompting.
YuanAI used the Gemini image-to-text model, followed by a LoRA fine-tuned
Llama3 to process outputs and queries, generating the final response.

4.5 Lessons Learned and Next Steps

This year’s ImageCLEF MEDIQA-MAGIC task differed from the 2024 NAACL
ClinicalNLP MEDIQA-M3G Shared Tasks [9] by using a different dataset and
requiring participants to obtain Reddit credentials, which may have deterred
some teams. Another major difference was the longer answer lengths, averaging
90 words compared to 12, increasing the challenge in answer generation and eval-
uation. The competition used a codabench-based platform for easier submissions
and result computation, with an API for automatic participant data download.
This year required GitHub code submissions, unlike last year’s requirement for
run-able code, resulting in less complete documentation. Future editions may use
Codabench’s real-time inference to ensure clean, run-able code without manual
effort.

This task required extensive free-text answers, unlike other visual question-
answering tasks with 1–2 word responses, and allowed multiple correct answers,
presenting challenges in natural language evaluation. Future editions will address
specialty to consumer health multi-modal problems and experiment with evalu-
ation methods for longer text and multiple correct answers.

5 The GANs Task

Biomedical imaging has advanced significantly in recent years due to the conver-
gence of machine learning (ML) and artificial intelligence (AI) technologies, par-
ticularly through the development of generative models like Generative Adver-
sarial Networks (GANs). These models have proven effective in producing syn-
thetic images that mimic real biomedical images, creating new opportunities for
study and application. Synthetic images produced by these models offer several
potential advantages in the biomedical domain, including augmenting existing
datasets to address data scarcity and imbalances, which is especially valuable
given the difficulty, cost, and time involved in obtaining large amounts of labeled
medical data. Moreover, AI algorithms benefit from synthetic images by reducing
dependency on real patient data, thus mitigating privacy concerns.

5.1 Task Setup

This is the second edition of the task and consists of two sub-tasks. In addi-
tion to the sub-task presented in the previous edition, “Identify training data
fingerprints” [3], we have introduced the second sub-task entitled “Detect gen-
erative models’ fingerprints”. The objective of the first sub-task was to detect
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“fingerprints” within the synthetic biomedical image data to determine which
real images were used in training to produce the generated images. The task is
formulated as follows:

– given two sets that contain generated and real images, the participants are
requested to employ machine learning and/or deep learning models to deter-
mine for each set which of the real images were used to train the model to
generate the provided synthetic images.

The second sub-task explores the hypothesis that generative models imprint
unique fingerprints on generated images. The focus is on understanding whether
different generative models or architectures leave discernible signatures within
the synthetic images they produce. By providing a set of synthetic The task was
formulated as follows:

– given a set of generated images and the number of generative models used, the
participants are required to group the images based on the model that generated
them.

5.2 Dataset

The benchmarking image data consists of axial slices of 3D CT images extracted
from a bigger dataset of about 8000 lung tuberculosis patients. Considering this,
some of the slices may appear pretty “normal” whereas the others may contain
certain lung lesions including severe ones. These images are stored as 8-bit/pixel
PNG images with dimensions of 256 × 256 pixels. The artificial slice images are
256 × 256 pixels in size. The dataset for the first sub-task consisted of both real
and generated images, while the dataset for the second sub-task consisted in
synthetic images only generated using different generative models.

5.3 Participating Groups and Submitted Runs

Overall, 23 teams registered to both tasks. Among them, 10 teams completed
the first sub-task and submitted their runs, while 7 teams completed the second
sub-task (including the task organizing team). Notably, 6 teams were common
to both sub-tasks, demonstrating consistency across the tasks. When it comes
to submitting the working notes, one team did not submit them, resulting in an
adherence rate of 90.90%.

5.4 Results

For the first sub-task, “Identify training data fingerprints”, a variety of methods
were employed, ranging from advanced image preprocessing techniques to deep
learning models. Various techniques such as binarization, histogram equaliza-
tion, feature extraction, noise reduction, noise addition, colorization were used
to accentuate distinct features. Different neural network architectures, including
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Table 5. The results obtained by the participating teams to the first sub-task proposed
by ImageCLEFmedical GANs – Identify training data fingerprints.

Rank Team ID # F1-score Rank Team ID # F1-score

#1 Inoue Koki 892 0.666 #28 csmorgan 884 0.5

#2 Inoue Koki 896 0.663 #29 AI Multimedia Lab 901 0.499

#3 Inoue Koki 891 0.663 #30 Biomedical Imaging Goa 874 0.499

#4 Inoue Koki 894 0.66 #31 Biomedical Imaging Goa 873 0.497

#5 Inoue Koki 895 0.638 #32 csmorgan 883 0.496

#6 Inoue Koki 890 0.631 #33 csmorgan 886 0.492

#7 AI Multimedia Lab 909 0.627 #34 KDE-med-lab 854 0.488

#8 Inoue Koki 893 0.626 #35 csmorgan 879 0.483

#9 SDVAHCS/UCSD 848 0.624 #36 csmorgan 878 0.47

#10 SDVAHCS/UCSD 849 0.606 #37 Shitongcao 833 0.462

#11 Robot 844 0.603 #38 KDE-med-lab 857 0.46

#12 Shitongcao 834 0.598 #39 KDE-med-lab 853 0.455

#13 Shitongcao 836 0.598 #40 KDElab 897 0.454

#14 AI Multimedia Lab 905 0.538 #41 Shitongcao 835 0.451

#15 Biomedical Imaging Goa 898 0.531 #42 Shitongcao 839 0.448

#16 Shitongcao 838 0.529 #43 KDE-med-lab 856 0.443

#17 AI Multimedia Lab 906 0.527 #44 Biomedical Imaging Goa 876 0.43

#18 Robot 841 0.524 #45 Robot 845 0.429

#19 AI Multimedia Lab 903 0.515 #46 Biomedical Imaging Goa 877 0.385

#20 Biomedical Imaging Goa 875 0.515 #47 Robot 846 0.35

#21 SDVAHCS/UCSD 850 0.511 #48 Robot 842 0.314

#22 KDE-med-lab 852 0.51 #49 Robot 843 0.312

#23 AI Multimedia Lab 904 0.51 #50 Robot 847 0.312

#24 Robot 840 0.503 #51 Shitongcao 837 0.255

#25 AI Multimedia Lab 902 0.502 #52 AI Multimedia Lab 908 0.2358

#26 SDVAHCS/UCSD 851 0.501 #53 Shitongcao 832 0.2

#27 csmorgan 881 0.5 #54 KDE-med-lab 855 0.019

ResNet, MobileNet and autoencoders were used for feature extraction and clas-
sification. The task was evaluated as a binary-class classification problem and
the evaluation was carried out by measuring the F1-score, the official evaluation
metric of this year’s edition. The results are presented in Table 5.

For the second sub-task, “Detect generative models fingerprints”, most teams
used pre-trained deep learning models such as ResNet, DenseNet, EfficientNet,
MobileNetV2, VGG, and Inception for feature extraction. These models were
chosen for their proven efficacy in capturing complex patterns and hierarchical
features in images. A variety of clustering algorithms were employed across the
methods. K-means was the most commonly used clustering algorithm, but other
techniques like hierarchical clustering, Gaussian Mixture Models (GMM), and t-
SNE were also applied to group the extracted features based on their similarities.
Many approaches involved combining multiple models or techniques to enhance
robustness. Adjusted Rand Index (ARI) was the official evaluation metric of
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Table 6. The results obtained by the participating teams to the second sub-task pro-
posed by ImageCLEFmedical GANs – Detect generative models’ fingerprints

Rank Team ID # ARI Rank Team ID # ARI

#1 SDVAHCS/UCSD 545 1 #24 Csmorgan 451 0.267530

#2 AI Multimedia Lab 330 0.997085 #25 Csmorgan 458 0.232390

#3 AI Multimedia Lab 327 0.996517 #26 KDE-med-lab 237 0.226339

#4 AI Multimedia Lab 326 0.934709 #27 Csmorgan 456 0.178545

#5 AI Multimedia Lab 331 0.900844 #28 KDE-med-lab 248 0.166582

#6 Csmorgan 447 0.9000159 #29 KDE-med-lab 257 0.123426

#7 SDVAHCS/UCSD 550 0.885478 #30 KDE-med-lab 271 0.091818

#8 SDVAHCS/UCSD 590 0.877797 #31 KDE-med-lab 258 0.060058

#9 SDVAHCS/UCSD 548 0.851990 #32 KDE-med-lab 254 0.045286

#10 SDVAHCS/UCSD 549 0.851362 #33 KDE-med-lab 270 0.038242

#11 Csmorgan 446 0.813749 #34 KDE-med-lab 259 0.014388

#12 AI Multimedia Lab 334 0.722857 #35 KDE-med-lab 480 0.013856

#13 AI Multimedia Lab 333 0.654021 #36 SDVAHCS/UCSD 546 0.003375

#14 AI Multimedia Lab 335 0.645386 #37 Csmorgan 454 0.001776

#15 Biomedical Imaging Goa 307 0.638117 #38 Csmorgan 453 0.001313

#16 SDVAHCS/UCSD 547 0.577203 #39 KDE-med-lab 236 0.000816

#17 SDVAHCS/UCSD 225 0.577203 #40 GAN-Amis 516 0.000079

#18 AI Multimedia Lab 332 0.552682 #41 Biomedical Imaging Goa 323 0.000046

#19 AI Multimedia Lab 329 0.5037 #42 GAN-Amis 518 -0.000010

#20 Biomedical Imaging Goa 321 0.434414 #43 GAN-Amis 520 -0.000546

#21 Csmorgan 452 0.365604 #44 GAN-Amis 277 -0.000615

#22 AI Multimedia Lab 328 0.329388 #45 GAN-Amis 513 -0.000993

#23 Biomedical Imaging Goa 324 0.272975 #46 GAN-Amis 517 -0.002019

the competition and the results are presented in Table 6 More detailed results,
including methods presentation and other performance measures, are presented
in the overview article [4].

5.5 Lessons Learned and Next Steps

The second edition of the ImageCLEFmedical GANs task introduced two sub-
tasks for participants: a prediction-based task utilizing both real and generated
images and a clustering task using only generated images. This task provided
insights into the complexities of working with synthetic medical images. Partic-
ipants employed a variety of methods, including advanced image preprocessing
techniques, deep learning models, and clustering algorithms for the two proposed
sub-tasks.

Future editions of the task will expand the scope by incorporating a wider
variety of data and generation methods to better reflect real-world applications
and address existing limitations. Furthermore, new tasks will be introduced to
explore different aspects of privacy and security in synthetic medical data and
alternative evaluation metrics will be investigated to ensure a more comprehen-
sive assessment of the methodologies employed.
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6 The MEDVQA-GI Task

The second iteration of the MedVQA-GI challenge introduces a new goal that
focuses on the use of generative models of text to image in medical diagnosis.
This combines natural language processing and image generation to potentially
improve diagnostic processes in healthcare by providing more comprehensive
datasets that can be used for machine learning training. In contrast to last
year’s focus on a visual question answering task that required retrieving images
or masks from user questions, this year’s task aims to use generative models
to create synthetic medical images from textual inputs. Participants are tasked
generating the synthetic images using existing generative models developed using
a dataset derived from last years MedVQA-GI challenge.

6.1 Task Setup

This year, the competition is divided into two subtasks: Image Synthesis (IS)
and Optimal Prompt Generation (OPG). Participants are welcome to submit
entries for one or both tasks, with no restrictions on the number of submissions.

The IS task challenged participants to use text-to-image generative models to
create a dataset of medical images from textual descriptions. The objective is to
produce accurate visual representations of various medical conditions described
in text. For example, given the description “An early-stage colorectal polyp”,
participants are expected to generate an image that precisely reflects the text
description.

The OPG task asked participants to build prompts that guide the generation
of images meeting specific medical imaging requirements. This task tests the
ability to develop prompts that result in images accurately matching predefined
categories, emphasizing the model’s capability to produce precise and clinically
relevant images. For more comprehensive details on the tasks, datasets, and
evaluation metrics, please see the task overview paper [21].

6.2 Dataset

The dataset used for this year’s challenge is based on data developed for last
years challenge, which is based on the HyperKvasir dataset [13] and the Kvasir-
Instrument dataset [26] datasets. Participants were provided with a development
dataset consisting of 2, 000 image and text pairs, and a list of 5, 000 prompts
to generate their results. The development data was organized with a directory
containing the images and CSV files containing the prompts and connection to
the image filenames. For testing, we provided a list of prompts that participants
used to generate their synthetic images.

6.3 Results

Overall, we had a total of six runs submitted to Task 1 and none to Task 2,
where each team submitted three runs and the results are shown in Table 7.
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Team MMCP [16] employed two distinct methods for image generation: they
fine-tuned existing Kandinsky models and developed a Medical Synthesis with
Diffusion Model (MSDM), with the latter showing superior results. Team 2 [31]
explored three different approaches in their work. Initially, they used a CLIP
model to retrieve images closely related to the input prompts rather than gener-
ating new ones. Next, they used a fine-tuned stable diffusion model for creating
synthetic images. Lastly, they implemented a Low-Rank Adaptation of Large
Language Models (LoRA), modifying a stable diffusion model to produce high-
quality images that closely match the input specifications. Overall, the best sub-
mission goes to Team MMCP [16], who achieved best results on the quantitative
metrics and also visually best results.

6.4 Lessons Learned and Next Steps

Overall, we observed a reduction in participation compared to last year. There
may be several reasons for this, like the complexity of tasks, change of direc-
tion from last year, or a lack of foundational resources among the participants.
Addressing these barriers could involve “getting started” scripts and potentially
simplifying the challenge structure to attract a broader range of participants.

Table 7. Results for Task 1. Each submission is evaluate dusing the FID and the
Inception Score (IS). The FID scores is calculated against the MedVQA testing datasert
(Single), GastroVision (Multi), and a combination of the two (Both). The IS score is
calculated on a 10-way split of the synthetic images, where we display the mean (avg),
standard deviation (sd), and median (med).

Team Submission FID (Single) FID (Multi) FID (Both) IS (avg) IS (std) IS (med)

MMCP 1 0.125 0.121 0.119 1.773 0.023 1.775

2 0.120 0.117 0.115 1.791 0.028 1.792

3 0.086 0.064 0.066 1.624 0.031 1.633

team2 1 0.114 0.128 0.124 1.568 0.025 1.560

2 0.099 0.064 0.067 2.327 0.065 2.339

3 0.110 0.073 0.076 2.362 0.050 2.359

7 ToPicto

Several diseases (e.g., Rett syndrome, Cerebral Palsy, Parkinson’s Disease) lead
to language impairment, which significantly interferes, as a consequence, with
the development of language skills (speaking, listening, reading, and writing).
Language production and comprehension are impaired. For these specific cases,
Augmentative and Alternative Communication (AAC) can be implemented with
the use of pictograms [39]. Pictograms, in AAC, refer to an image linked to a
concept that can be a single word, a named entity, or a multi-word expres-
sion among others. Using pictograms as a communication aid has been proven
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effective in visualizing syntax, manipulating words, and facilitating language
access [15]. Moreover, the use of AAC has a positive social impact for people
with language impairment. The French Red Cross has identified a reduction in
stress, an improvement in autonomy and health, and greater serenity and enjoy-
ment in daily life. The main objective of this task is to provide a translation in
pictogram terms (each linked to a specific pictogram image from the ARASAAC
bank9 from a natural language (speech or text) understandable by the users
with language impairments. The translation has to follow a specific structure
and should convey the meaning of the input.

7.1 Task Setup

The first edition of the ToPicto task consisted of two subtasks: Text-to-Picto and
Speech-to-Picto. Participants could choose to work on both tasks or just one of
them without any obligation to achieve specific results.In the Text-to-Picto sub-
task, participants were asked to translate a text input into a pictogram sequence.
The subtask involved implementing translation techniques and models to gen-
erate a specific pictogram sequence. The second subtask, Speech-to-Picto is the
continuation of Text-to-Picto, but focuses on the speech modality. Participants
had to generate a pictogram sequence from a speech input. The objective was to
adapt current spoken language translation systems, such has in [11] to the pic-
togram generation.

7.2 Dataset

The dataset consisted of oral transcriptions (for the Text-to-Picto subtask) and
audio utterances (for the Speech-to-Picto subtask) translated into sequences of
pictogram terms built from the TCOF corpus [2]. The TCOF corpus contains
interactions between adults, adults and children, and children themselves, cov-
ering a wide range of topics such as debates, everyday situations, and medical
consultations. This type of text is representative of the interactions we observe
between caregivers (families, medical staff) and individuals who rely on pic-
tograms due to language impairments.

For each utterance, we applied the method of [28] to extract the pictogram
sequence. This sequence was carefully developed and evaluated by experts of the
pictographic language. The audio files were a maximum of 30 s length with a
sampling rate of 16 kHz. For the challenge, the dataset was split into three sets,
training, validation and test with a 90/5/5 distribution respectively. General
statistics about the dataset are presented in Table 8. The resulting data were
provided in a JSON format to the participants with the following information:
(i)id : the unique identifier of the utterance; (ii)src: the input sequence (either
text or speech); (iii) tgt : the target sequence of pictogram terms; (iv) pictos: a
list of pictogram identifier linked to each pictogram terms.

9 https://arasaac.org/.

https://arasaac.org/
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The pictos tag was provided for reference to give an idea of the input with
the sequence of pictogram images. Each pictogram image could be obtained from
the ARASAAC website from the provided identifier. The dataset will be released
shortly after the end of the challenge.

Table 8. General statistics of the ToPicto dataset.

train valid test

# utterances 24,270 1,348 1,350

7.3 Participating Groups and Submitted Runs

A total of 16 teams participated in the ToPicto challenge, with most registering
for both tasks. Four teams completed the Text-to-Picto task. Unfortunately, no
submissions were received for the Speech-to-Picto subtask. Every team provided
their working notes, resulting in a 100% adherence rate.

7.4 Results

In the following section, we only discuss the submission from the Text-to-Picto
subtask. The participants employed several models that are based on the same
architecture, Transformer [47]. Two teams made use of multilingual pre-trained
models, T5 [37] and Helsinki-NLP/opus-mt-ROMANCE-en10. Other models,
monolingual, were also applied, specifically on the French language with Camem-
BERT [30] and on the English language with GPT-2 model [36]. A final work
implemented an encoder-decoder architecture with LSTM layers. The evalua-
tion was based on metrics commonly used in the translation community. The
evaluation process involved comparing the reference pictogram terms sequence
with the hypothesis given by the model. Three metrics were computed: BLEU
score [33], METEOR [6] and the Picto-term Error Rate (PictoER), which is
based on the Word Error Rate metric [49]. The results are presented in Table 9.

Table 9. The results obtained by the participating teams to the Text-to-Picto sub-task
of ToPicto.

Rank Team Run BLEU METEOR PictoER

#1 TechTitans 3 74.36 87.08 13.90

#2 TechTitans 2 67.85 83.69 17.57

#3 TechTitans 3 66.56 82.89 18.43

#4 InnoVate 2 68.96 83.54 18.51

#5 SSN-MLRG 1 3.41 14.35 141.90

#6 SSN-MLRG 2 3.41 14.35 141.90

#7 InnoVate 2 3.93 25.56 170.80

10 https://huggingface.co/Helsinki-NLP/opus-mt-ROMANCE-en.

https://huggingface.co/Helsinki-NLP/opus-mt-ROMANCE-en
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7.5 Lessons Learned and Next Steps

The first edition of the task introduced two subtasks: generating a coherent
sequence of pictogram terms from either a text utterance (Text-to-Picto) or
a speech utterance (Speech-to-Picto). This challenge, previously receiving lim-
ited attention, was presented to the community for the first time. Participants
employed a variety of methods, ranging from multilingual to monolingual pre-
trained models, and encoder-decoder architectures, yielding interesting outcomes
in translation. However, the Speech-to-Picto subtask did not result in any sub-
missions, likely due to the challenges associated with starting from a speech
modality.

Future editions of the task might explore different language sets and various
domains, such as the medical field. Additionally, an important aspect of provid-
ing comprehensible translations is simplifying the text input beforehand, which
could serve as a new subtask in the ToPicto challenge. Finally, the dynamic
construction of pictograms using generative models could also be explored.

8 Conclusion

This paper presents an overview and the outcomes of ImageCLEF 2024 bench-
marking campaign. Three main tasks were organised, addressing challenges in
the medical domain (caption analysis, visual question answering, medical dia-
logue summarisation, GANs for medical image generation), natural language
translation (generating pictogram from speech and text), and image retrieval/-
generation for arguments.

Similar to the previous year, the vast majority of solutions provided by the
participants were based on machine learning and deep learning techniques. In
ImageCLEFmedical – Caption, multi-label classification was common for con-
cept detection, with some teams integrating image retrieval. Encoder-decoder
frameworks with transformers and LSTMs were used for caption prediction. In
ImageCLEFmedical – MEDIQA-MAGIC, participants used classic algorithms
like SVM, KNN, and Random Forest, along with TF-IDF and lemmatization.
Pre-trained models like GPT3.5, clinical-BERT, and clinical T5, including their
LoRA adaptations, were also utilized. For ImageCLEFmedical GAN, methods
included advanced preprocessing, deep learning models, binarization, histogram
equalization, and feature extraction. Majority voting and agglomerative cluster-
ing improved results. For the second sub-task, pre-trained CNNs were used for
feature extraction, with clustering algorithms like k-means, hierarchical cluster-
ing, GMM, and t-SNE. For the ImageCLEFmedical-MedvQA, the participants
employed transformer-based pre-trained models. In the first edition of the ToP-
icto task, methods for Text-to-Picto included multilingual and monolingual pre-
trained models, and encoder-decoder architectures, achieving interesting transla-
tion outcomes. ImageCLEF 2024 offered participants and the community a wide
range of tasks and methodologies to delve into, highlighting an exciting fusion
of approaches.
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Future editions of the ImageCLEF tasks hold exciting potential for growth
and innovation. They may broaden domains, including tasks to attract more
people, and try new methods like generative models for the GANs task. To
overcome barriers in participation, like complicated taks, offering resources may
be necessary. Additionally, refining evaluation metrics and exploring alternative
approaches are crucial for advancing understanding across disciplines. These
actions aim to drive progress and foster collaboration in diverse areas of research.
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funded by a PhD grant from the DFG Research Training Group 2535 Knowledge- and
data-based personalisation of medicine at the point of care (WisPerMed). The ToPicto
task was funded by the Agence Nationale de la Recherche (ANR) through the project
PROPICTO (ANR-20-CE93-0005).

References

1. Gemini models (2024). https://ai.google.dev/gemini-api/docs/models/gemini.
Accessed 24 Apr 2024
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15. Cataix-Nègre, E.: Communiquer autrement: Accompagner les personnes avec des
troubles de la parole ou du langage. De Boeck Superieur (2017)

16. Chaychuk, M.: MMCP team at ImageCLEFmed 2024 task on image synthesis:
diffusion models for text-to-image generation of colonoscopy images. In: CLEF2024
Working Notes. CEUR Workshop Proceedings, CEUR-WS.org, Grenoble, France,
September 2024

17. Galley, M., et al.: deltaBLEU: a discriminative metric for generation tasks with
intrinsically diverse targets. In: Proceedings of the 53rd Annual Meeting of the
Association for Computational Linguistics and the 7th International Joint Con-
ference on Natural Language Processing (Volume 2: Short Papers), pp. 445–450.
Association for Computational Linguistics, Beijing, China, July 2015
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44. Ştefan, L.D., Constantin, M.G., Dogariu, M., Ionescu, B.: Overview of ImageCLEF-
fusion 2023 task - testing ensembling methods in diverse scenarios. In: Experimen-
tal IR Meets Multilinguality, Multimodality, and Interaction. CEUR Workshop
Proceedings, CEUR-WS.org, Thessaloniki, Greece, 18–21 September 2023

45. Tsikrika, T., de Herrera, A.G.S., Müller, H.: Assessing the scholarly impact of
ImageCLEF. In: Forner, P., Gonzalo, J., Kekäläinen, J., Lalmas, M., de Rijke,
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Abstract. The JOKER Lab series at the Conference and Labs of the
Evaluation Forum (CLEF) was established in 2022 to promote collabora-
tive, interdisciplinary research on the automated processing of wordplay
and verbal humour. This paper provides an overview of the setup and
results of the Lab’s 2024 edition. We describe the data and evaluation
metrics used for the Lab’s three shared tasks (on humour-aware infor-
mation retrieval, humour classification according to genre and technique,
and translation of puns from English to French) and introduce and com-
pare the systems that participated in each task, with particular attention
to their approaches and performance.

Keywords: Wordplay · Puns · Humour · Humour retrieval · Humour
translation · Humour classification · Information retrieval

1 Introduction

Despite great strides made in recent years by large language models (LLMs), the
development of fully automatic systems for the interpretation, analysis, genera-
tion and translation of humour remains a challenge. Now in its third year, the
JOKER series of evaluation labs1 at the Conference and Labs of the Evaluation
Forum (CLEF) aims to make headway on this problem, in large part by bringing
together researchers from AI and the social sciences, particularly linguistics. In
each edition of JOKER, we construct and publish reusable, quality-controlled
data sets for use as training and test data in various humour processing tasks.

The first JOKER lab, held at CLEF 2022, featured shared tasks on the
categorisation and translation of wordplay, puns, and humorous neologisms, in
English and French [16,17]. The next iteration of JOKER, at CLEF 2023, had

1 https://www.joker-project.com/.
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Table 1. Statistics on the runs submitted to the CLEF JOKER 2024 track per task

Team Task 1 Task 2 Task 3 Total

jokester [2] 1 1 1 3
LIS [21] 1 1
Arampatzis 10 8 6 24
Frane 1 1 1 3
AB&DPV [35] 1 7 1 9
Dajana&Kathy 1 1 1 3
Petra&Regina [8] 1 1 1 3
Tomislav&Rowan [24] 1 3 2 6
UAms [5] 8 1 2 11
RubyAiYoungTeam 1 1 2
ORPAILLEUR [9] 9 9
NaiveNeuron [22] 3 3
HumourInsights [32] 1 1
CYUT [36] 3 3
CodeRangers [25] 2 2
VayamSolveKurmaha [3] 2 2
DadJokers [30] 3 3
NLPalma [26] 3 3
PunDerstand [7] 4 4
Olga 3 3
Farhan [6] 2 2
UBO 3 3
Total 26 54 23 103

tasks on detection, location, and interpretation of puns in English, French, and
Spanish [11,12], as well as on machine translation of wordplay from English into
French and English into Spanish [13–15]. This year’s JOKER lab featured a mix
of familiar and new tasks:

Task 1 Humour-aware information retrieval
Task 2 Humour classification according to genre and technique
Task 3 Translation of puns from English to French

This paper provides an overview of the entire CLEF 2024 JOKER track.
For more detailed discussions of each of the individual tasks, we refer to the
detailed CLEF 2024 JOKER Task Overview papers in the CEUR proceedings.
Specifically, Task 1 on retrieving [18], Task 2 on classifying [27], and Task 3 on
translating [19] humourous texts.

In all, 53 teams registered for our JOKER track at CLEF 2024. Of these, 22
teams participated in the tasks, submitting a total of 103 runs for the numbered
shared tasks. Statistics for these runs are presented in Table 1.
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The rest of this overview is structured as follows. In the next three sections,
we discuss each of the JOKER track’s tasks: Task 1 on retrieving humourous
texts in Sect. 2, Task 2 on classifying humourous texts in Sect. 3, and Task 3 on
translating humourous texts in Sect. 4. We end with discussion and conclusions
in Sect. 5.

2 Task 1: Humour-Aware Information Retrieval

This section discusses the JOKER Track’s Task 1 on retrieving humourous texts.

2.1 Description

As we have shown previously, state-of-the-art AI models are wordplay- and
humour-agnostic [10,11,14]. To foster research in humour-aware information
retrieval, in JOKER 2024 we have introduced a new task that aims at retrieving
short humorous texts from a document collection. The intended use case is to
search for a joke on a specific topic. This can be useful for humour researchers in
the humanities, for second-language learners as a learning aid, for professional
comedians as a writing aid, and for translators who might need to adapt certain
jokes to other cultures.

For this task, the aim is to retrieve short humorous texts from a document
collection based on a given query. The retrieved texts should be fulfill the dual
criteria of being relevant to the query and being instances of wordplay. The
typical use case would be searching for a joke on a specific topic – e.g., a query
of math means that the goal is to find math jokes, while the query Tom means
that the goal is to find jokes about Tom.

2.2 Data

The data for this task is an extension of that used for JOKER 2023’s tasks
on wordplay detection in English [11], which is annotated according to whether
the texts are humorous. We also included texts from the translation Task 3 of
JOKER 2023 [13] and new wordplay instances used in Task 3 this year.

We extended this data by introducing retrieved text passages from non-
humour sources as well as generated data on topics relevant to the queries.
In particular, the non-humorous data was drawn from:

– sentences from Wikipedia extracts returned for queries using the Wikipedia
Python package,2 and

– definitions of the query terms generated by Meta’s Llama 2 with 7B param-
eters [33].

We considered these texts to be topically relevant to the corresponding queries.
This methodology was adopted in part to avoid data artefacts related to

unbalanced topics, differences in vocabulary of humourous and non-humourous
2 https://pypi.org/project/wikipedia/.

https://pypi.org/project/wikipedia/
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texts, and differences between machine- and human-produced documents. The
application of these data augmentation techniques was also intended prevent
participants from simply mining previously released data to or performing web
scraping, thereby reducing the potential for reliance on external sources or over-
fitting to existing corpora.

The total number of documents in the corpus is 61,268, with 4,492 humorous
texts (3,507 from the JOKER 2023 wordplay detection corpus and 985 new
wordplay instances) and 56,776 non-humorous ones (4,954 negative examples
from the JOKER 2023 wordplay detection corpus, 12,523 texts generated by
Llama 2, and 39,299 sentences from Wikipedia extracts). The texts were typically
one or two sentences in length, and were provided as JSON files.

To construct queries, we used the locations of wordplay from JOKER 2023’s
Task 2 [12]. We provided 12 queries with judgment (qrels) to train/validate
systems. Forty-five queries were used for evaluation. Note that we included all
training-set queries in the test input file, but they are excluded from the resulting
scores. For 57 queries (test and training), 11,831 documents were considered
topically relevant. We considered the documents topically relevant to the query
if the text contained the term from this query or its synonyms or hyperonyms
coming from the pun interpretation annotation of JOKER 2023 Task 2 [12]. Of
topically relevant documents, 1,730 are considered to be humorous.

2.3 Evaluation

For evaluation, we used standard information retrieval metrics implemented in
the pyterrier platform [23,34]:

map mean average precision – i.e., the mean of the average precision scores for
each query

ndcg normalised discounted cumulative gain, the gain of each document based
on its relevance, discounted logarithmically by its position in the ranking
normalised over the ideal ranking

P1, P5, P10 precision – i.e. the ability of a system to present only relevant
items, at different levels

R5, R10, R100, R1000 recall – i.e., the ability of a system to present all
relevant items, at different levels

bpref binary preference, a sum-based metric showing how many relevant docu-
ments are ranked before irrelevant documents

MRR mean reciprocal rank, the average of the multiplicative inverse of the
ranks of the first correct answer of results for a sample of queries

2.4 Participants’ Approaches

The jokester team [2] submitted a single run. The authors provide a simple
baseline approach that uses TF–IDF for feature weighting coupled with a Logis-
tic Regression classifier.
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The Frane team submitted one run. The team approached humour-aware
information retrieval by using fine-tuned BERT models coupled with traditional
retrieval models like BM25. The texts were ranked based on their relevance as
computed by BM25 and humourousness of the content assessed using BERT.

The UAms team [5] submitted a total of eight runs. The first two runs were
baselines focussing on regular information retrieval effectiveness using either
BM25 or BM25+RM3 with default settings. The next two runs were neural
cross-encoder rerankings of the former runs based on zero-shot application of
an MSMARCO-trained ranker, reranking the top 100 of either the BM25 or the
BM25+RM3 baseline run. The remaining four runs aimed to take the pun detec-
tion of the results into account. The team trained two versions of the SimpleT5
model, one with a batch size of 6 and the other with a batch size of 8, and then
trained a BERT model using LoRa.

The LIS team [21] submitted one run. The team’s method, which used a T5
transformer model, involved processing queries, expanding them with synonyms
collected from WordNet, finding the best method for tokenization of queries and
documents, and then choosing the optimal threshold for the similarity score,
followed finally by applying a pre-trained model to filter texts with puns.

The AB&DPV team [35] submitted one run. The team used TF–IDF for
ranking humourous text within the collection.

The Dajana&Kathy team submitted one run. After thorough text pro-
cessing including stemming, lemmatisation, and stop word removal, the team
employed TF–IDF and BM25, followed by fine-tuning using BERT.

The Petra&Regina team [8] submitted one run. Their approach employs
logistic regression over TF–IDF vectorised documents and queries in order to
find relevant outputs with iterative relevance scoring.

The Tomislav&Rowan team [24] submitted a single run. Their approach
was based on logistic regression with TF–IDF vectorised applied to documents.

The Arampatzis team (No paper received) submitted 10 runs for this task.
They tested a range of different models including TF–IDF, LSTM, Random
Forest, XGBoost, LightGBM (Light Gradient-Boosting Machine), SVM, Deci-
sion Tree, Gaussian Naive Bayes, KNN, and a run based on applying neural
nets.

Finally, the RubyAiYoungTeam team submitted a single run; however,
they provided no description of their method.

We do not detail the 0-scored runs and the runs with problems that we could
not resolve.

2.5 Results

Ten teams submitted 26 runs for Task 1. Unfortunately, the majority of runs
had problems, for example partial runs for the train data only. Table 2 presents
the participants’ results. As noted above, we omitted the 0-scored runs and the
runs with problems that we could not resolve. We observe that the runs based
on pseudo-relevance feedback RM3 query expansion outperform the BM25 base-
lines. Cross-encoder rerankers have not shown better performance than the base-
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Table 2. JOKER Task 1 results of the participants

run ID map ndcg R5 R10 R100 R1000 bpref MRR P1 P5 P10

UAms_rm3_T5_Filter2 .12 .28 .09 .15 .36 .43 .18 .26 .13 .11 .13

UAms_rm3_BERT_Filter .12 .27 .09 .14 .35 .42 .16 .27 .16 .11 .12

UAms_rm3_T5_Filter1 .11 .27 .09 .15 .36 .42 .16 .23 .11 .09 .11

UAms_bm25_BERT_Filter .09 .24 .06 .12 .37 .40 .12 .19 .09 .05 .08

AB&DPV_TFIDF .09 .24 .07 .13 .33 .37 .10 .25 .13 .12 .14

UAms_Anserini_rm3 .08 .27 .06 .08 .38 .50 .09 .20 .11 .06 .06

jokester_1_TFIDF_LogRegr .08 .19 .09 .09 .10 .16 .21 .51 .44 .23 .14

UAms_Anserini_bm25 .08 .24 .06 .08 .37 .42 .09 .19 .11 .05 .06

UAms_bm25_CE100 .04 .17 .03 .04 .37 .37 .06 .08 .00 .04 .03

UAms_rm3_CE100 .04 .18 .03 .04 .38 .38 .06 .07 .00 .04 .03

LIS_MiniLM-T5 .02 .05 .03 .04 .05 .05 .05 .13 .04 .06 .04

line models. Filtering trained on the wordplay detection task, however, largely
improved systems’ results. In general, we observe that both precision and recall
are extremely low. Low precision is due to the presence of the query terms in
the non-humorous texts which is considered as topical relevance by the retrieval
systems. Low recall is probably related to the length of the text and the fact
that in many texts, both humorous and topically relevant, the query terms do
not appear.

3 Task 2: Humour Classification

This section discusses the JOKER Track’s Task 2 on classifying humourous text
according to genre and technique.

3.1 Description

Classification of humour is an important task in dialogue systems as it can be
used to provide an appropriate answer to a playful request [31]. In this task,
systems were expected to automatically classify texts according to the following
humour techniques:

IR: Irony relies on a gap between the literal meaning and the intended meaning,
creating a humorous twist or reversal.

SC: Sarcasm involves using irony to mock, criticise, or convey contempt.
EX: Exaggeration involves magnifying or overstating something beyond its

normal or realistic proportions.
AID: Incongruity/Absurdity refers (in the case of incongruity) to the unex-

pected or contradictory elements that are combined in a humorous way and
(for absurdity) involve presenting situations, events, or ideas that are inher-
ently illogical, irrational, or nonsensical.
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SD: Self-deprecating humour involves making fun of oneself or highlighting
one’s own flaws, weaknesses, or embarrassing situations in a lighthearted man-
ner.

WS: Wit/Surprise refers (in the case of wit) to clever, quick, and intelligent
humour, and (for surprise) to introducing unexpected elements, twists, or
punchlines that catch the audience off guard.

Thus, the humour classification of Task 2 is a classification task where the
goal is to identify in a target text the particular technique used for generating
humour. Runs for this task were evaluated according to standard metrics for
classification.

3.2 Data

The data for this task is a mixture of existing corpora on irony and sarcasm
detection [1,20] and on COVID-19 humour [4], our JOKER corpus 2023 [14]
as well as jokes retrieved from public humour sites according to the predefined
categories selected in a balanced manner. An example data instance is given
below:

Sentence “Finally figured out the reason I look so bad in photos. It’s my face”.
Humour technique Self-deprecating (SD)

For Task 2, there are 1,742 sentences in the training set all labeled as either
SC, EX, WS, SD, AID, IR, or WT (as discussed above). The test data consists
of 6,642 unlabeled texts that contain one of the earlier described types of humor.
From these texts, 722 were used for the evaluation. The details of the support
(column S) for each class are given in Table 3.

3.3 Participants’ Approaches

The AB&DPV team [35] submitted a total of seven runs, opting to use embed-
dings with the help of Word2Vec. To develop their results, they used the Mul-
tilayer Perceptron (MLP), Random Forest, Decision Tree, and Gaussian Naive
Bayes classifiers. Their final testing accuracy ranged from 39% to 48%.

The CodeRangers team [25] submitted a total of two runs. The team used
BERT-uncased and RoBERTa by fine-tuning them on the provided data for
Task 2. Employing RoBERTa and BERT-uncased for classification, with an
80/20 setup, resulted in slightly higher accuracy with RoBERTa at 67.05% com-
pared to BERT’s 66.56% during their experiments on the training data.

The CYUT team [36] submitted a total of three runs. RoBERTa was first
fine-tuned, using an 80/20 split of the dataset we shared to train and validate
models, with a 71.63% accuracy result. However, the results on our test set are
low. GPT-4 was used with zero-shot prompting and chain-of-thought prompting.
Attempts to classify among all the classes at once proved too challenging for the
model. Therefore hierarchical categories were created and a four-step classifica-
tion method was employed (using either binary or three-way classification for a
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given step). After first discriminating AID and WS on one hand, from IR, SC,
SD, and EX on the other, further steps allowed to classify down the grouping
hierarchy. Llama 3-8b was fine-tuned on a single GPU, which was made possible
by utilising four-bit quantization with QLoRa.

The DadJokers team [30] submitted a total of three runs. The team used
BERT and a traditional machine learning model such as a Random Forest clas-
sifier. The first classification approach is done using BERT base uncased and the
second attempt for classification is through using a Random Forest classifier. The
authors applied TFIDFVectorizer and SentenceTransformer as preprocessing
steps.

The Dajana&Kathy team submitted a single run. Their approach involves
the use of TF–IDF and BERT embeddings with a variety of models such as
SVM, Random Forest, LSTM, and Transformers. A similar approach was taken
by the Frane team.

The Jokester team [2] submitted a single run. They combined several classi-
fiers available through the Scikit library: a voting classifier weighted the results
obtained by an SVC and a stack of Random Forest, Decision Tree, Gradient
Boosting, and Logistic Regression. We do not report their results as all texts
were predicted the SD class.

The HumourInsights team [32] submitted one run. Although this team
reported using a variety of classical approaches for the classification task, they
chose to submit only their best model. They used TF–IDF to extract features for
later use in different methods. They employed boosting methods such as ADA
and Gradient with mixed results, but these did not reach the accuracy obtained
with KNN and Random Forest.

The NLPalma team [26] made 3 submissions for the classification task, using
two different approaches: one with more classical classifiers and the other with
a more well-known model in the BERT-like lineage.

The PunDerstand team [7] submitted a total of four runs. The authors
employed the DeBERTa model which, after fine-tuning, gave rise to two runs, one
on a raw, unprocessed dataset and one on balanced data. The latter was ensured
by undersampling strategy. In another run, they used GPT-4o, the most recent
large language model developed by OpenAI. Few-shot prompting was employed
with one example for each class of humor. The team also provided a run with
manually guided annotation.

The Tomislav&Rowan team [24] submitted a total of three runs. After
preprocessing the text, TF–IDF was used for vectorising it. Three models were
trained on the data: Logistic Regression, Naïve Bayes, and an SVM.

The Petra&Regina team [8] submitted a total of one run. Processed data
was vectorised using TF–IDF and class labels were encoded using a linear regres-
sion algorithm.

The UAms team [5] submitted a single run. This team chose to use a BERT
classifier trained on 90% of the train data, with taking special precautions against
overfitting.
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The ORPAILLEUR team [9] submitted a total of nine runs. The team
explored the potential of advanced LLMs within a consistent methodological
framework. They employed a four-bit quantised version of three LLMs: Llama2-
7b1, Mistral-7b2, and Llama3-8b. The final hidden state of the last token was
used as input to the feed-forward layer with the softmax function to get the class
probabilities. The team also explored QLoRa adapters.

The NaiveNeuron team [22] submitted three runs through iterations of
different LLMs, including various instances of GPT-3.5, GPT-4, and GPT-4.0
Plus RAG. They obtained the best results with GPT-4+RAG using a 70/15/15
split for testing. The experimentation of this team was not limited to GPT
models; they also used fastText and Llama 3. However, they achieved more
favorable results with zero-shot and few-shot classification using GPT-RAG.

The VayamSolveKurmaha team [3] submitted a pair of runs, primarily
using LaBSE for the embeddings and BERT for the classification of this task.

The Arampatzis team submitted eight runs for this task. The team has
experimented with the following approaches: XLNet, Multilayer Perceptron,
BERT, RoBERTa, DistilBERT, DeBERTa, Electra, AlBERT.

Finally, the RubyAiYoungTeam team submitted a single run, without pro-
viding details of their approach.

3.4 Results

Eighteen teams submitted 54 runs for Task 2. This was the most popular JOKER
task this year which might be explained by the variety of classification models.
Participants used mostly LLMs and traditional classifiers although some teams
experimented with fine-tuned models and different setups. Table 3 presents the
results; for each run and each class, we report precision (P), recall (R), F1, and
the number of instances in this class (S – support). We also report accuracy
(Acc), macro and weighted average precision, recall, and F1 for each run. LLM-
based models clearly outperform traditional classifiers. The most difficult classes
were Exaggeration (EX) and Wit/Surprise (WS). The latter category is a combi-
nation of two types of humour which might be a reason for its difficulty. Further
analysis is needed.

4 Task 3: Pun Translation

This section discusses the JOKER Track’s Task 3 on translating puns from
English to French.

4.1 Description

This year, we continued to hold the pun translation task as in JOKER 2022 [17]
and 2023 [14]. The goal of this task is to translate English punning jokes into
French. Translations should aim to preserve, to the extent possible, both the
form and meaning of the original wordplay.
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4.2 Data

The data is an extension of the JOKER parallel wordplay corpus [10]. The train
data for Task 3 consists of 1,405 English wordplay instances, with a total of 5,838
professional human French translations. The test filed shared with participants
consists of 4,501 English wordplay instances. Over these English puns we used
new 376 distinct source texts with 832 corresponding references created by pro-
fessional French native speaker translators. The maximal number of references
per English pun is eight. However, the majority of source text have a single ref-
erence. The histogram of the test references per English pun is given in Fig. 1.
An example of the source data is:

{"id_en":"en_1007" ,
"text_en":"Save the whales, spouted Tom." },

The corresponding human reference translations are:

{"text_fr":"\"Il faut sauver les baleines\", jeta Tom avant de se
tasser." },↪→

{"text_fr":"\"Il faut sauver les baleines\", interjeta Tom." },
{"text_fr":"Moi je sauve les baleines, Tom s'en venta." },
{"text_fr":"Louis évent-a le projet de sauvetage des baleines." },
{"text_fr":"\"Sauvez les baleines\", proclama Tom à tout évent." },
{"text_fr":"\"Sauvez les baleines, cracha Toto, Cétacé!\"" }

Fig. 1. Histogram of translation references in French per English pun

4.3 Evaluation

We evaluated the runs with the traditional machine translation metrics:

– BLEU (BiLingual Evaluation Understudy), which measures the vocabulary
overlap between the candidate translation and a reference translation [28]. We
used the sacreBLEU implementation3 with the default tokenizer 13a which
mimics the mteval-v13a script from Moses [29]. We report the BLEU score
(harmonic mean) and the BLEU precisions for n-grams on 376 distinct English
texts with corresponding 832 reference translations to French.

3 https://github.com/mjpost/sacrebleu/.

https://github.com/mjpost/sacrebleu/
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– BERT Score from the python bert-score package4 [37]. We report mean
values of BERT score precision, recall, and F1 over all 832 references.

4.4 Participants’ Approaches

The Petra&Regina team [8] submitted a single run. The authors relied on the
EasyNMT library, which they used with the Helsinki-NLP Opus-MT model.

The Frane team submitted one run. They used neural machine translation
models like MarianMT. The translations were refined with a custom module to
preserve the pun elements. This module used bilingual dictionaries and contex-
tual embeddings. A similar approach was taken by the Dajana&Kathy team.

The AB&DPV team [35] used simple prompts with Llama-2-7b and
reported that in a number of instances the translations were found to be incom-
plete or mixing two languages. They submitted a single run.

The Tomislav&Rowan team [24] preprocessed the data and used it to
build prompts to translate the jokes with the translation pre-trained model
(Helsinki-NLP Opus) through the MarianMT framework. The authors judged
that EasyNMT was less effective for this task. Two runs were submitted.

The Farhan [6] team provided two runs. They used single shot prompting
techniques with GPT-4 and GPT-4o.

The Arampatzis team submitted six runs for this task employing among
others MarianMT, Google Translate, Helsinki-NLP Opus, mBART.

The Dajana&Kathy team submitted one run. The provided approach
employed sequence-to-sequence models with attention mechanisms, such as
Transformer models. In particular, MarianMT and mBART were trained on
the pun translation dataset and the pun detection module was implemented to
identify puns in the source text. They employed various strategies to preserve the
wordplay in the target language such as substituting equivalent puns in French
or creatively adapting the humor. Then manual and automatic evaluation was
done to ensure the translation quality.

The UAms team [5] submitted two runs. MarianMT – a sequence-to-
sequence (Seq2Seq) model based on the Marian framework was used. The second
run was based on the T5 (t5-base) model with the same standard preprocessing
as for the first run.

The Jokester [2] team submitted one run. They also used the MarianMT
framework.

Finally, the Olga team submitted three runs. The team explored the topic
of translating humor from English to Spanish, comparing the BLOOM model
with Google Translate. For the BLOOM translations, two different prompts were
employed. We do not provide an evaluation of her runs here as we have not done
it for Spanish this year.

4 https://pypi.org/project/bert-score/.

https://pypi.org/project/bert-score/
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Table 4. Task 3 participants results in terms of the BLEU scores, BLEU n-gram
precisions, BERT Score precision, recall, and F1

run_id BLEU BERT_Score
count Score n_1 n_2 n_3 n_4 count P R F1

Arampatzis_GoogleTranslate 376 65.23 78.96 67.48 61.59 57.52 832 91.93 91.82 91.85

Frane_TranslationModel 92 57.13 64.33 58.41 54.66 51.85 279 92.06 91.53 91.77

Dajana&Kathy 376 58.45 71.94 60.27 54.11 49.73 832 91.35 91.00 91.15

UBO_SDL 312 13.17 71.90 57.17 49.13 43.24 598 90.13 90.21 90.15

Tomislav&Rowan_MarianMT 376 58.85 77.11 63.66 56.06 50.45 832 90.82 89.19 89.95

Arampatzis_MarianMT 376 58.85 77.11 63.66 56.06 50.45 832 90.82 89.19 89.95

UBO_ChatGPT 312 13.09 69.90 54.08 46.07 40.31 598 89.12 89.34 89.21

UBO_DeepL 312 11.97 68.53 50.32 41.38 35.11 598 89.06 89.31 89.16

UAms_T5-base_ft 376 48.74 71.75 54.57 45.18 38.05 832 89.53 88.52 89.00

Arampatzis_mBART 376 48.71 70.95 54.40 45.29 38.67 832 88.95 87.41 88.13

Arampatzis_M2M100 376 42.37 68.46 48.73 37.72 29.93 832 88.23 87.23 87.70

UAms_Marian_ft 376 25.69 47.05 28.47 20.74 15.69 832 81.06 82.53 81.74

Farhan_2 376 14.33 23.68 15.84 12.05 9.32 832 69.38 77.14 72.96

Farhan_1 376 9.21 15.92 9.97 7.65 5.92 832 64.30 73.18 68.41

jokester_MarianMT 49 0.29 15.34 0.14 0.08 0.04 112 67.30 66.38 66.80

Arampatzis_opus_mt 63 0.29 15.04 0.23 0.06 0.03 157 66.98 66.05 66.47

Arampatzis_T5 63 0.32 11.35 0.17 0.10 0.06 157 65.91 64.79 65.31

4.5 Results

Eleven teams submitted 23 runs for Task 3. Table 4 shows the results of the
CLEF 2024 JOKER track’s Task 3. We report the participants results in terms
of the BLEU score, BLEU n-gram precisions over the set of 376 English source
puns with corresponding 832 references. The BERT Score precisions, recalls, and
F1 are averaged over 832 French references.

We make the following observations. First, the best results were obtained
by participants who used the commercial machine translation engines such as
Google Translate and DeepL integrated into the SDL studio. The MarianMT
models, which is similar to BART, showed very similar results. Second, the same
models fine-tunes by difference teams are scored differently. Third, the BLEU
scores of the UBO submission are very low while the BERT scores are very high.
More analysis is needed to investigate this difference.

5 Discussion and Conclusions

This paper has outlined the setup of the CLEF 2024 JOKER Lab, which features
shared tasks: one on humour-aware information retrieval, one on the classification
of short humorous texts into different humor types, and finally the task of humour
translation (English-French). We briefly described the submitted runs to the
three tasks and overviewed the results. 103 runs were submitted to the JOKER
track with Task 2 on humor classification being the most popular with 54 runs
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from 18 teams. Task 1 received 26 runs by 10 teams, while 23 runs were sent for
Task 3 (11 teams).

For humour-aware IR, we observe that pseudo-relevance feedback RM3 query
expansion outperforms BM25 baselines. Cross-encoder rerankers do not perform
better than baseline models. However, filtering trained on wordplay detection
significantly improves system results. Overall, both precision and recall are very
low. Low precision is due to query terms appearing in non-humorous texts, con-
sidered topically relevant by retrieval systems. Low recall is likely because the
query terms are often absent in both humorous and topically relevant texts,
possibly due to text length.

For the humour classification task, the state-of-the-art LLM-based models
clearly outperform traditional classifiers. However, the overall scores of all par-
ticipants are still less than 80% in terms of accuracy as well as the F1 score
per class. These results indicate that the pragmatic is still challenging for LLMs
despite their significant recent advances.

We also observe that the wordplay translation task is still challenging for
LLMs. The commercial machine translation engines have the highest BLEU
overlap with the manual references as well as the BERT score. However, we
observe opposite tendencies for these two metrics. Further analysis is needed.

Overall, we introduced a new task of humour-aware information retrieval, we
provided a new dataset for humour classification task and an updated parallel
corpus of wordplay translation from English to French. In future, we plan to
extend our Task 1 to cross-lingual humour-aware information retrieval and to
develop specific metrics to evaluate wordplay translation.
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Abstract. Biodiversity monitoring using machine learning and AI-
based approaches is becoming increasingly popular. It allows for pro-
viding detailed information on species distribution and ecosystem health
at a large scale and contributes to informed decision-making on environ-
mental protection. Species identification based on images and sounds, in
particular, is invaluable for facilitating biodiversity monitoring efforts
and enabling prompt conservation actions to protect threatened and
endangered species. The multiplicity of methods developed, however,
makes it important to evaluate their performance on realistic datasets
and using standardized evaluation protocols. The LifeCLEF lab has
been setting up such evaluations since 2011, encouraging machine learn-
ing researchers to work on this topic and promoting the adoption of
the technologies developed by stakeholders. The 2024 edition proposes
five data-oriented challenges related to the identification and predic-
tion of biodiversity: (i) BirdCLEF: bird call identification in sound-
scapes, (ii) FungiCLEF: revisiting fungi species recognition beyond 0-1
cost, (iii) GeoLifeCLEF: remote sensing based prediction of species,
(iv) PlantCLEF: Multi-species identification in vegetation plot images,
and (v) SnakeCLEF: revisiting snake species identification in medically
important scenarios. This paper overviews the motivation, methodology,
and main outcomes of those five challenges.
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1 LifeCLEF Lab Overview

Accurately identifying organisms observed in the wild is an essential step in
ecological studies. It forms the foundation for understanding species interac-
tions, population dynamics, and ecological processes, allowing researchers to
accurately assess biodiversity, track changes over time, and make informed man-
agement and conservation decisions. However, observing and identifying liv-
ing organisms requires high levels of expertise. For instance, vascular plants
alone account for more than 300,000 different species and the distinctions
between them can be quite subtle. The worldwide shortage of trained tax-
onomists and curators capable of identifying organisms has come to be known
as the taxonomic impediment. Since the Rio Conference of 1992, it has been
recognized as one of the major obstacles to the global implementation of the
Convention on Biological Diversity. In 2004, Gaston and O’Neill [20] discussed
the potential of automated approaches for species identification. They suggested
that if the scientific community were able to (i) produce large training datasets,
(ii) precisely evaluate error rates, (iii) scale-up automated approaches, and (iv)
detect novel species, then it would be possible to develop a generic automated
species identification system that would open up new vistas for research in biol-
ogy and related fields.

Since the publication of [20], automated species identification has been widely
studied [14,40,58,65,69] and is now a key technology in most citizen science mon-
itoring apps, e.g., iNaturalist, eBird and Pl@ntNet [6]. Nevertheless, the devel-
opment of new approaches continues to expand rapidly, in particular for pro-
cessing new types of data such as passive sensors, camera traps, or autonomous
vehicles [16,70,76]. Biodiversity monitoring through AI approaches is now rec-
ognized as a key solution to collect and analyze vast amounts of data from
various sources, enabling us to gain a comprehensive understanding of species
distribution, abundance, and ecosystem health [2,5]. This information is essen-
tial for making informed conservation decisions and identifying areas needing
protection.

To measure progress of AI-assisted biodiversity monitoring in a sustainable
and repeatable way, the LifeCLEF virtual lab was created in 2014 as a contin-
uation and extension of the plant identification task that had been run within
the ImageCLEF lab since 2011 [23–25]. Since 2014, LifeCLEF has expanded the
challenge by considering animals and fungi in addition to plants and includ-
ing audio and video content in addition to images [30–39]. Nearly a thousand
researchers and data scientists participate yearly to LifeCLEF to analyze the
data, submit predictions and benefit from the shared evaluation tools. The aim
of this paper is to present the synthesis of the 2024th edition of LifeCLEF, which
comprises five challenges synthesized in Table 1.

The systems used to run the challenges (registration, submission, leader-
board, etc.) were the Kaggle platform for the BirdCLEF and GeoLifeCLEF, and
the Hugging Face for the PlantCLEF, SnakeCLEF, and FungiCLEF challenges.
Four of the challenges (GeoLifeCLEF, SnakeCLEF, PlantCLEF, and Fungi-
CLEF) were organized jointly with FGVC 11, an annual workshop dedicated to

https://www.cbd.int/
http://www.lifeclef.org/
http://www.imageclef.org/
https://www.kaggle.com
https://huggingface.co/competitions
https://sites.google.com/view/fgvc11
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Table 1. LifeCLEF challenges data overview. The provided datasets vary in
modality, size, and complexity as each challenge addresses different aspects of auto-
mated species identification.

Modality Species Items Task Metric

BirdCLEF audio 182 25K Multi-label
classification

ROC-AUC

SnakeCLEF images
metadata

1,784 190K Classification ad-hoc metric

FungiCLEF images
metadata

4,759 400K Open-set
classification

ad-hoc metric

PlantCLEF images
(SD+HD)

7,806 1.4M Multi-label
classification

Samples F1

GeoLifeCLEF sat. images
time-series
tabular

10,358 6.6M Multi-label
classification

Sample-Average F1

Fine-Grained Visual Categorization, held in conjunction with the CVPR inter-
national conference on computer vision and pattern recognition.
In total, 1045 data scientists or research teams participated in the LifeCLEF
2024 edition by submitting runs to at least one of the five challenges (966 only
for the BirdCLEF challenge). Only some of them managed to get the results
right, and 18 of them went all the way through the CLEF process by writ-
ing and submitting a working note describing their approach and results (for
publication in CEUR-WS proceedings. In the following sections, we provide a
synthesis of the methodology and main outcomes of each of the five challenges.
More details can be found in the extended overview reports of each challenge
and in the individual working notes of the participants (references provided
below).

2 BirdCLEF Challenge: Bird Call Identification
in Soundscapes

A detailed description of the challenge and a more complete discussion of the
results can be found in the dedicated working note [41].

https://cvpr.thecvf.com/Conferences/2024
http://ceur-ws.org/
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2.1 Objective

Birds are vital indicators of biodiversity change due to their mobility and diverse
habitat requirements. Changes in bird species assemblage and numbers can signal
the success or failure of restoration projects. Traditional observer-based bird sur-
veys over large areas are expensive and logistically challenging. Passive acoustic
monitoring (PAM) combined with machine learning enables conservationists to
sample larger areas with higher temporal resolution, providing detailed insights
into the relationship between restoration efforts and biodiversity.

The Western Ghats, a Global Biodiversity Hotspot along India’s southwest-
ern coast, support extraordinary biodiversity across various ecosystems, from
high-elevation forest-grassland mosaics to wet-evergreen rainforests. This region
also sustains large human populations relying on forest resources. The Western
Ghats host a high diversity of bird species, including many endemic and endan-
gered species. However, significant landscape and climatic changes are threat-
ening this biodiversity, highlighting the need for advanced conservation tools
to rapidly assess and monitor bird diversity. The competition aims to identify
endemic bird species in the Western Ghats’ sky-islands using soundscape data,
detect and classify endangered bird species with limited training data, and detect
and classify poorly understood nocturnal bird species.

2.2 Dataset

We built on the experience from previous editions and adjusted the task to
encourage participants to focus on task-specific model designs. We carefully
selected training and test data to match this objective. As in previous iterations,
Xeno-canto was the primary source for training data, while expertly annotated
soundscape recordings were used for testing. We emphasized bird species that
are typically underrepresented in large bird sound collections, such as those that
are ecologically important but difficult to train a classifier due to their rare or
elusive nature. However, we also included common species to allow participants
to train effective recognition systems. To find suitable test data, we considered
various sources with differing complexities, such as call density, chorus, signal-to-
noise ratio, and man-made sounds, as well as quality differences like mono and
stereo recordings. This year, we also included unlabeled training data similar to
the test data, enabling participants to explore alternative training methods such
as self-supervised learning.

2.3 Evaluation Protocol

The challenge was hosted on Kaggle, maintaining an evaluation mode similar
to previous iterations with hidden test data and a code competition format.
We used a version of macro-averaged ROC-AUC that skips classes without true
positive labels as the metric. This approach allowed us to assess system perfor-
mance independent of fine-tuned confidence thresholds, emphasizing per-species
performance rather than per-sample performance. Participants were tasked with
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identifying species from short audio segments extracted from labeled soundscape
data. We used 5-second segments, balancing typical signal length with sufficiently
long context windows. The dataset size was kept reasonably small (¡50 GB) and
easy to process. Additionally, we provided introductory code repositories and
write-ups to lower the entry barrier for the competition.

2.4 Participants and Results

A total of 1,198 participants, organized into 974 teams, participated in the
BirdCLEF 2024 challenge, submitting more than 30,000 runs. Figure 1 shows
the performance of the top 25 runs. The primary metric was the private leader-
board score, revealed after the submission deadline to prevent probing of the
hidden test data. Throughout the competition, participants were able to see
their public score, which was calculated based on 35% of the test data.

Fig. 1. BirdCLEF 2024 results. Top 25 teams sorted by private leaderboard score.

The baseline score in this year’s edition was 0.5 (due to the metric) with
random confidence scores for all birds for all segments. The best submission
achieved a score of 0.690 (public 0.738) and the top 10 best performing systems
were within only 1.5% difference in score. The majority of methods employed
ensembles of convolutional neural networks, differing primarily in their pre-
and post-processing techniques and the neural network backbones they used.
Top participants leveraged unlabeled soundscape data to enhance their scores
and adapt to the test data’s acoustic domain. Given the restricted CPU run-
time for submissions, participants prioritized speeding up model inference and
using efficient architectures, with EfficientNet backbones being particularly pop-
ular. Additionally, participants explored ONNX and openVINO to further boost
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model inference speed. More details about the methods employed and the anal-
ysis of the results can be found in the detailed report of the task [41] and in the
individual working notes of participants.

3 GeoLifeCLEF Challenge: Species Composition
Prediction with High Spatial Resolution at Continental
Scale Using Remote Sensing

Comprehensive details on the challenge and an extensive discussion of the results
are available in the dedicated working note [51].

3.1 Objective

Predicting species presence within specific areas is crucial for ecological research
and biodiversity conservation. Accurate predictions support decisions related to
protecting endangered species, land use planning, establishing protected zones,
and developing sustainable agricultural practices. Nonetheless, species distribu-
tions are often influenced by intricate local variables that are difficult to quan-
tify, such as interactions between populations, landscape connectivity, historical
habitat conditions, and biases in data collection methods. Traditional ecological
models often struggle with these complexities, resulting in predictions with lim-
ited spatial resolution. Furthermore, many species are underrepresented due to
sampling biases. GeoLifeCLEF addresses these challenges by evaluating models
on a vast scale, encompassing thousands of species, achieving spatial resolutions
up to 10 m, and leveraging millions of occurrence data points.

3.2 Dataset

The GeoLifeCLEF 2024 dataset contains species observation data, including
presence-only occurrences and presence-absence surveys, alongside various envi-
ronmental predictors. The dataset provides diverse environmental rasters, Sen-
tinel2 satellite images, a 20-year climatic time series, and satellite time-series
point values. Following on the work and dataset provided in the previous edition
[4], we took most of the already provided Presence-Only (PO) occurrences (5
million) but tripled the Presence-Absence (PA) survey records to 90 thousand.
Same as last year, the presence-absence data was split into training and test
sets (95/5) using a spatial block hold-out procedure [63] with a spatial grid with
10 × 10 km cells enabling comprehensive model evaluation. The test cells were
randomly selected to ensure balance in biogeographical regions. In addition to
the raw data, we have provided all the environmental predictors as pre-extracted
scalar values in separated CSV files. Furthermore, the time-series data were pro-
vided in a 3d cube format (as torch tensors). More details about the dataset are
available in the dedicated working note [51].
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3.3 Evaluation Protocol

Same as in the previous edition [51], the evaluation metric was selected as
the sample averaged F1 score (F1). The F1-score serves as a metric to gauge
the degree of agreement between the predicted and actual species composition
observed within a specific geographical area and timeframe. In the context of
ecological surveys, such as those conducted in Protected Areas (PAs), each sur-
vey instance i is associated with a ground-truth set of labels Yi, representing the
plant species identified by experts within a defined grid. Given this setup, and a
list of predicted labels ̂Yi,1, ̂Yi,2, . . . , ̂Yi,Ri

, the micro F1-score can be computed
as follows:

F1 =
1
N

N
∑

i=1

TP i

TP i + (FP i + FN i) /2
, (1)

where

⎧

⎪

⎨

⎪

⎩

TP i = # of correctly predicted species, i.e., |̂Yi ∩ Yi|.
FP i = # of species predicted but not observed, i.e., |̂Yi \ Yi|.
FN i = # of species not predicted but present, i.e., |Yi \ ̂Yi|.

(2)
This formulation encapsulates the precision and recall elements crucial for

assessing the accuracy of predictive models in ecological studies.

3.4 Organizer’s Baselines

We provide a variety of weak and strong baselines for all participants to allow a
good starting point, continual performance increase, and working with different
modalities. Considering the significant extent to which this baseline’s perfor-
mance can be enhanced, we encouraged participants to experiment with various
techniques, architectures, losses, etc. Below, we briefly describe all baselines:

Naive Baselines. With the dense and numerous observation data, one can
naively predict the species’ presence by selecting a set of the most common
species within administrative or bio-geographical regions. For instance, predict-
ing the top-25 most common species in the PA data results in a sample-averaged
F1 of 11.6%. Using the same approach but with the PO data results in an F1 of
8.1%, showing a distribution shift between the two types of data.

Small Residual Convolutional Neural Networks for Data Cubes. Start-
ing from a Resnet18 architecture, we have developed an even lighter model
adapted to the small input size of GLC’s cube data (respectively 19 × 12 × 4
for the climatic time series and 21 × 4 × 6 for the Landsat time series). When
trained on the PA data with the Binary Cross Entropy loss (BCE), they achieved
a sample-averaged F1 score of respectively 0.259 and 0.266.

Swin Tranformer for the Sentinel2 Images. We slightly modified the archi-
tecture of a Swin-v2-t to allow input of all 4 modalities of Sentinel2 data
(RGB+IR) rather than just three. It was also trained with the BCE loss on
the PA data but resulted in a lower F1 score of 0.235.
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Multi-modal Model. A multimodal model merging all three individual models
mentioned above was developed using an MLP (Multi-Layer Perceptron) for the
fusion head. It allows reaching an F1 score of 0.316, demonstrating the task’s
inherent multimodality.

3.5 Participants and Results

51 Kaggle registrants participated in the GeoLifeCLEF 2024 challenge with at
least one valid submission (submissions duplicated from the organizers’s base-
lines were filtered out). A total of 1184 entries (i.e., runs) were submitted with
an average of 23 entries per participant and a maximum of 175 for the partici-
pant who ranked first on the leaderboard. Details of the methods and systems
used by the participants who submitted a working note are synthesized in the
overview paper of the task [51] and described in more detail in the participant’s
working notes [8,9,11,44,47,67]. In Fig. 2, we report the performance achieved
by all participant’s methods as well as the baseline methods developed by the
organizers. Hereafter, we provide a short overview of the methods of the two best
teams who submitted a working note (top2, top3, and top5 on the leaderboard):

AI2Lab team (Top2) [8]: This team started from the multi-modal model pro-
vided as the baseline by the organizers and made several significant improve-
ments: (i) addition of a fourth modality (i.e., tabular environmental data encoded
with an MLP), (ii) use of PO data samples through a pseudo-labeling procedure,
(iii) use of an improved encoder for the Sentinel2 images (pre-trained with self-
supervised learning on an external dataset), (iv) use of an ensemble of models
optimized on different folds and, (v) optimization of the detection threshold.
They finally got an F1 score of 0.368 on the private leaderboard.

Miss Qiu (Top3) [44]: This team also started from the multi-modal model
provided as a baseline but used an alternative fusion method based on cross-
attention rather than MLP (which slightly improved the performance). They
also introduced a number of improvements, some similar to the AI2Lab team
(e.g., the use of an ensemble of k-fold models) and some different, such as (i)
the enrichment of predictions with species frequent in neighboring PA and PO
samples, (ii) the optimization of the number of returned species, or (iii) the use
of various data augmentation techniques (including mixup). They finally got an
F1 score of 0.353 on the private leaderboard.

BernIgen (Top5) [11]: This team first worked on a model using only tabular
data based on the XGBoost method (known to work very well on classical species
distribution models). They have previously reduced the dimensionality of the
input data with a PCA (Principal Component Analysis) and also the number
of output species by keeping only the most likely species (about 10% of the
species). This model alone already delivers pretty good performance (F1 score
of 0.31). They improved prediction performance by adaptively predicting the
number of species to return for each test plot using a regression model (also
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based on XGBoost). This allowed gaining one more point of F1 score. Finally,
they combined this model with the multi-modal model provided by the organizers
and got an F1 score of 0.349 on the private leaderboard.

3.6 Outcomes

The main outcomes we can derive from the GeoLifeCLEF 2024 are the following:

– Provided baselines had a positive impact on overall performance.
– Proactive engagement with the community and continual release of better

baselines increases the impact.
– The use of multi-modal models with specific encoders for each modality is

the main key to success.
– The provision of more PA data in the training dataset enabled much higher

performance than last year’s challenge (for which the best F1 score was 0.27).
– Reciprocally, the use of PO data proves less beneficial, with only minor gains

compared to models trained solely on presence/absence data.

For the future, it seems important to understand why improving performance
with presence-only data is difficult, even though it is much larger. The presence
of observation bias is clearly a plausible reason (some species are observed more
than others), but it seems the spatial scale of the test set’s plots may also be an
issue. They are indeed quite small (10× 10 m on average) and do not necessarily
reflect the presence of all the species in larger areas such as the one considered
by the models. Moreover, the locations of these plots themselves follow spe-
cific protocols, which may introduce observation biases different from those of
presence-only data.

4 FungiCLEF Challenge: Revisiting Fungi Species
Recognition Beyond 0-1 Cost

Comprehensive details on the challenge and an extensive discussion of the results
are available in the dedicated working note [55].

4.1 Objective

Efficient and scalable species recognition is crucial for large-scale initiatives like
citizen science projects [56,66], which often operate with limited computational
resources. In practice, accurate species identification relies on visual observations
of the specimen and additional contextual data such as habitat, substrate, GPS
coordinates, and temporal factors. This challenge sets a significant benchmark
by integrating visual and contextual information, leveraging rich metadata, pre-
cise annotations, and standardized baselines available to all participants. Given
that mushrooms are frequently foraged for consumption, the competition also
addresses scenarios related to edible←→poisonous misclassifying.
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Fig. 2. GeoLifeCLEF 2024 results. All 51 teams. Orange depicts baselines. (Color figure
online)
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The task requires participants to develop a classification model that generates
a ranked list of predicted fungi species for each observation. Each observation
includes multiple photographs of the same specimen and geographical location
data. The classification model must comply with stringent constraints on mem-
ory usage and inference (prediction) time, specifically within a maximum of
120 min, using a dedicated HuggingFace server instance (Nvidia T4, 4 vCPUs,
15 GB RAM, 16 GB VRAM).

Table 2. FungiCLEF 2024 dataset statistics for each subset.

Subset Species → Known/Unknown Images Observ.

Training 1,604 1,604 / – 295,938 177,170

Validation 3,299 1,084 / 1,629 91,231 45,021

Test 1,398 749 / 649 41,177 22,412

CzechFungi App 137 94 / 43 393 215

Atlas of Danish Fungi 1,261 721 / 540 40,784 22,197

4.2 Dataset

The FungiCLEF 2024 dataset builds upon the previous editions of the Fungi-
CLEF [60,61] and the Danish Fungi 2020 dataset [57]. All the data is derived
from a citizen science platform – the Atlas of Danish Fungi. Each fungi obser-
vation in this dataset has undergone expert validation, ensuring high-quality
species labels. The dataset features rich observation metadata, i.e., information
about habitat, substrate, timestamp, location, etc. Provided subsets (i.e., train-
ing, validation, and test) are briefly described below, and their statistics in detail
are listed in Table 2.

The training set is based on 295,938 training images (177,170 observations)
of 1,604 species. The dataset is built exclusively from the Danish Fungi 2020 data
by combining the training and public test sets. This results in 295,938 training
images across 1,604 species primarily observed in Denmark.

The validation set comprises expert-validated observations with species
labels collected solely in 2022. This subset includes around 3,299 fungi species
and contains 45,021 observations with many “unknown” species.

The test set is based on two subsets originating from two sources (e.g.,
Atlas of Danish Fungi and CheckFungi Application) and two countries, e.g.,
Denmark and Czechia. The CheckFungi is a small subset containing just around
200 submissions and is included primarily as a control set to prevent cheating.
The test set was split 80/20 for public and private evaluation, respectively.

https://svampe.databasen.org/en/
https://apps.apple.com/cz/app/checkfungi/id1659722955
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4.3 Evaluation Protocol

The task involves developing a classification model to predict species from a
given set of real fungi observations accompanied by metadata. This model
should adhere to a memory footprint constraint of a maximum of 1GB and
prioritize minimizing risks to human safety, mainly by reducing misclassifi-
cation between poisonous and edible species. The FungiCLEF 2024 challenge
employed 2 decision-making scenarios, focusing on minimizing the empirical loss
L =

∑

i W (yi, q(xi)), where q(x) represents the decision rule for observations x,
and y denotes the true labels. The cost function W (y, q(x)) was tailored for each
scenario:

– Track 1: Standard classification incorporating an “unknown” category;
– Track 2: Penalization for edible and poisonous species confusion;
– Track 3: A user-centric loss combining Track1 and Track2;

4.4 Participants and Results

Seven teams participated in the FungiCLEF 2024 challenge; of these, six out-
performed the baseline with EfficientNet-B1, and five submitted working notes.
Details of the best methods and systems used are synthesized in the chal-
lenge overview paper [55] and further developed in participants working notes
[7,10,18,68,73]. Achieved performance is reported in Fig. 3. This year, the three
tracks of FungiCLEF have three different best-performing submissions by three
different teams:

The best-performing submission in Track 1 by Jack Etheredge [18] combined
visual information with metadata using MetaFormer-0 and MetaFormer-2 [15]
and further improved the ensemble by a vision-only CAFormer-S18 [75], and
proposed a novel application of openGAN [43] for open-set recognition of fine-
grained images utilizing WGAN-GP [28].

The best scores in Track 2 were achieved by team upupup [68], using Dynamic
MLP [74] for the fusion of image features and metadata, identifying unknown
classes using an entropy-based approach, training with a marginal expected loss
for recognizing poisonous mushrooms while maintaining accuracy.

Finally, the best score for Track 3 was achieved by team IES [73], utilizing
a Swin Transformer V2 Base [45] for image feature extraction, encoding meta-
data similarly to the approach of Ren et al. [62] from the previous edition of
FungiCLEF, and introducing 1. a poisonous re-ranking that prevents predicting
an edible species when there is a significant chance of the sample being poisonous,
and 2. a genus loss improves the feature space’s regularization.

5 PlantCLEF Challenge: multi-species plant identification
in vegetation plot images

A detailed description of the challenge and a more complete discussion of the
results can be found in the dedicated working note [26] and the working note
participants [12,19,29].
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Fig. 3. Private Leaderboard – FungiCLEF 2024 competition – All 7 teams. The
orange color depicts baseline performance.

5.1 Objective

Vegetation plot inventories are crucial for ecological studies, enabling standard-
ized sampling, biodiversity assessment, long-term monitoring, and large-scale
remote surveys. They provide valuable data on ecosystems, biodiversity conser-
vation, and evidence-based environmental decision-making. Plot images, typi-
cally 0.5 × 0.5 m in size, are meticulously analyzed by botanists who identify
all species present. They also quantify species abundance using indicators like
biomass, qualification factors, and areas occupied in photographs. AI could
greatly improve the efficiency of surveys (with, for example, the participation
of non-specialists), thereby increasing the frequency and coverage of ecological
studies.

While it is now possible to access very large volumes of images of individual
plants and to train very large classification models [21,22], a multi-label declina-
tion on large plot images would require complete annotation of all visible species
to consider supervised learning of classification models. Unfortunately, such data
doesn’t exist nowadays and would require considerable efforts to be produced.
The PlantCLEF 2024 challenge aims instead to evaluate approaches using clas-
sical observations of individual plants as training data, despite the discrepancies
between training and test data, as shown in the Fig. 4. Specifically, the challenge
is a weakly-supervised multi-label classification task aimed at predicting all plant
species visible in high-resolution plot images but with single-label plant images
as training data. One of the main difficulties lies in the domain shift between
the high-resolution test images of vegetation plots with potentially many species
and the training data, which primarily consists of close-up images of individual
plants collected through the collaborative platform Pl@ntNet [1].
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Furthermore, different weather conditions and shooting angles, along with
varying phenological stages, can increase data disparity. Collaborative data
might be overrepresented by opportunistic views of flowers, which facilitate iden-
tification. In contrast, vegetation plots are typically observed multiple times over
one or several years without prior assumptions about the plants’ phenological
stages (some may be flowering, others fruiting, some in seedling stage, and others
senescent or affected by disease).

Fig. 4. PlantCLEF 2024: illustration of the visual discrepancy between (a) the test
set, composed exclusively of vertical top-down views potentially showing many plant
species, and (b) the training set, based on images of individual plants, primarily focus-
ing on specific organs (flowers, fruits, leaves, stems).

5.2 Dataset

The training set is composed of observations of individual plants, similar to
those used in previous editions of PlantCLEF. More precisely, it is a subset of
the Pl@ntNet training data focusing on south western Europe and covering 7,806
plant species. It contains about 1.4 million images extended with some images
with trusted labels aggregated from the GBIF platform to complete the less
illustrated species. Links to original images are provided in the ‘url’ column of the
metadata csv file. The images have a relatively high resolution (the minimum side
is 800 pixels) to allow the use of classification models that can handle relatively
large resolution inputs and may reduce the difficulty of predicting small plants
in large vegetative plot images. Images are pre-organized into subfolders by class
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(i.e., by species) and split into a predefined train-validation-test sets to facilitate
the training of individual plant classification models.

The test set is a compilation of several image datasets of plots in different
floristic contexts, including Pyrenean and Mediterranean floras. These datasets
are all produced by experts and consist of a total of 1,695 high-resolution images.
The shooting protocol can vary significantly from one context to another: the
use of wooden frames or measuring tape to delimit the plot or not, angles of
view more or less perpendicular to the ground. Additionally, the quality of the
images may vary depending on the weather, which can result in more or less
pronounced shadows, blurry areas, etc.

For participants who may have difficulty finding the computational power
necessary to train a plant image identification model on such a large volume
of data, or to enable direct work with a pre-trained backbone, two pretrained
models are shared through Zenodo [27]. Both are based on a vision transformer
architecture initially pretrained with the dinov2 self-supervised learning app-
roach [13,49] and fine-tuned on PlantCLEF 2024 training data (with a classical
softmax and cross-entropy loss function).

5.3 Evaluation Protocol

The aim of the challenge is to exhaustively list the presence of every plant
species on each high-resolution vegetation plot image, from among more than
7,800 species, bearing in mind that plots are generally 50× 50 cm in size, and
that it’s rare for there to be dozens and dozens of species simultaneously.

The metric chosen to differentiate the runs of the participants is the F1
score, adapted to finding a good compromise between recall and precision, i.e.
not proposing too many species at the risk of being imprecise, but at the same
time not proposing too few species at the risk of being incomplete. Among the
several variants of F1 score, the sample-average version is selected as the pri-
mary evaluation metric of the challenge (i.e. the average of the F1 scores cal-
culated individually for each vegetation plot). Two other F1 scores variants,
namely the micro-average and macro-average, are also shown for information
purposes (noticing that the macro-average is difficult to interpret because of
missing species in the test set and that the micro-average is known to be biased
by data imbalance).

The use of the metadata (image names, EXIF data, licenses) is authorised
provided that, for each run using metadata, an equivalent run using only the
visual information without metadata in submitted in order to assess the raw
contribution of a purely visual analysis. The use of additional data is permitted
provided that an equivalent run with only the data provided is submitted to
enable more accurate and fair comparisons.
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5.4 Participants and Results

The challenge is hosted on the hugging face platform, providing an opportunity
for researchers and enthusiasts to contribute to the development of plant recog-
nition in such new context.

Of the 83 teams officially registered on the CLEF registration system for
LifeCLEF, 34 registered specifically for the PlantCLEF challenge. On the Hug-
ging Face platform hosting the challenge, 9 teams attempted to submit runs,
and in the end 7 teams were able to submit a total of 181 runs. Details of the
best methods and systems used are synthesized in the overview working notes
paper of the task [26]. In Fig. 5 we report the best performance achieved for each
team.

Fig. 5. PlantCLEF 2024: top samples F1 scores for each team.

The main outcomes we can derive from that results are the following:

– Despite the sharing of pre-trained and finetuned state-of-the-art models on a
large volume of data specifically on the flora studied, overall performance is
low and does not exceed an F1 score of 29%.

– Highest scores were achieved by combining tiling of the high definition images
and Vision Transformers models.

– A direct method based on the supplied dinov2 pre-trained model and a tiling
approach achieves a F1 score of 22.19% at best, according to participants’
working notes.

– The use of an additional background analysis method, based on zero-shot
learning with segment-anything [42], proves effective to gain a few extra
points, but at the cost of significant computing time.

– Metadata can reveal plots photographed repeatedly over the years, enabling
combined predictions for better accuracy. This approach reflects botanists’
method of refining identifications through ongoing photo series analysis.

https://huggingface.co/spaces/BVRA/PlantCLEF2024
https://clef2024-labs-registration.dei.unipd.it/
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6 SnakeCLEF Challenge: Revisiting Snake Species
Identification in Medically Important Scenarios

Comprehensive details on the challenge and an extensive discussion of the results
are available in the dedicated working note [53].

6.1 Objective

Given the significant impact of venomous snakebites, creating a robust system
to identify snake species from photos is crucial for biodiversity and global health.
With over half a million annual deaths and disabilities, understanding the global
distribution of 4,000+ snake species through image differentiation enhances epi-
demiology and treatment outcomes. Despite machines showing accuracy in pre-
dictions, especially with long-tailed distributions and 1800 species [3], challenges
persist in neglected regions. The next step involves testing in specific tropical
and subtropical countries while considering species’ medical importance for more
reliable machine predictions.

The SnakeCLEF challenge [50,52,54,59] aims to be a major benchmark for
observation-based snake species identification. The goal of the task is to create a
classification model that returns a ranked list of predicted species for each set of
images and location (i.e., snake observation) and minimize the danger to human
life and the waste of antivenom if a bite from the snake in the image were treated
as coming from the top-ranked prediction. The classification model will have to
(i) fit memory footprint limits and a prediction time limit (60 min) within a
given HuggingFace server instance (Nvidia T4 small 4vCPU, 15GB RAM, 16GB
vRAM), (ii) minimize the danger to human life, i.e., the venomous ←→ harmless
confusion, (iii) generalize well to all geographic regions.

6.2 Dataset

The training dataset was constructed from observations submitted to the citizen
science platforms iNaturalist and HerpMapper and includes around 110,000 real
snake observations with community-verified species labels. While constructing
the dataset, the species records were sampled based on the country of origin in
order to lower the bias towards North America and Europe. Apart from image
data, we have provided information about medical importance (i.e., how ven-
omous the species is) and country-species relevance for each snake observation.
We list the dataset statistics in Table 3.

6.3 Evaluation Protocol

To motivate research in recognition scenarios with uneven costs for different
errors, such as mistaking a venomous snake for a harmless one, we again went
beyond the 0-1 cost common in image classification. In addition to Accuracy
and macro averaged F1, we use two metrics (introduced last year) that consider

https://inaturalist.org
https://www.herpmapper.org/
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Table 3. SnakeCLEF 2024 dataset statistics for each subset.

Subset #Species #Countries #Images #Observations

Training 1,784 212 168,144 95,588

iNaturalist 1,784 210 154,301 85,843

HerpMapper 889 119 13,843 9,745

Validation 1,599 177 14,117 7,816

Private Test 199 12 8,865 4,226

India 76 1 2,892 2,395

Central America 107 4 5,188 1,370

Central Africa 80 4 786 462

venomous ←→ harmless confusion and different error costs, i.e., penalizing mis-
classification of a venomous species with a harmless one more than the other
way around. We also calculated two standard metrics, macro averages F1 Score
and Accuracy.

The two above-mentioned metrics (T1 and T2) are then defined as follows:

T1 =
w1F1 + w2Ch �h + w3Ch �v + w4Cv �v + w5Cv �h

w1 + w2 + w3 + w4 + w5
, (3)

where C is equal to 1–ratio of misclassified samples, confusing h-armless and
v-enomous species. This metric has a lower bound of 0% and an upper bound of
100%. The lower bound is achieved when all species are misclassified, including
misclassifications of harmless species as venomous and vice versa. On the other
hand, if the F1-score reaches 100%, indicating the correct classification of all
species, each C value must be zero, leading to an overall score of 100%.

T2 =
∑

i

L(yi, ŷi), L(y, ŷ) =

⎧
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⎪

⎪
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0 if y = ŷ
1 if y �= ŷ and p(y) = 0 and p(ŷ) = 0
2 if y �= ŷ and p(y) = 0 and p(ŷ) = 1
2 if y �= ŷ and p(y) = 1 and p(ŷ) = 1
5 if y �= ŷ and p(y) = 1 and p(ŷ) = 0

, (4)

where the function p returns 0 if y is a harmless species and 1 if it is venomous.

6.4 Participants and Results

This year, a total of 14 teams participated in the SnakeCLEF. However, just
nine teams submitted solutions different from the baseline, and four submitted
working notes. Details of the best methods and systems used are synthesized in
the competition overview paper [53], with further elaboration available in the
individual working notes submitted by the participants [17,48,64,71].

In Fig. 6, we report the private leaderboard performance achieved by individ-
ual teams using (i) Track 1 Metric (T1) and (ii) Track 2 Metric (T2). Hereafter,
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we provide a short overview of the methods of the two best teams who submitted
a working note (top1, top2, and top5 on the leaderboard).

upupup (Top1) [71]: The team uses a branching mechanism with gating. In
total, there are three branches. They all share the first three stages of a Con-
vNeXt model [46], but then each branch uses different weights for the fourth
stage of the ConvNeXt model. The first branch is used for the classification of all
the species and is also responsible for the computation of the gating parameter.
The second branch focuses on venomous snakes, while the third one focuses on
harmless species. The gating parameter is used to decide which of these branches
will be used. This approach is used only in the training phase and is omitted
for the inference. However, the authors show that this training setup helps the
model perform overall well. A combination of Seesaw loss and CE loss is used
for optimization.

jack-etheredge (Top2) [17]: The team uses a CAFormer [75] model in the
final solution. They introduce a new venom loss, which considers the different
penalties for misclassification. A cost matrix between the predicted class and the
misclassification penalty is used to reweight the softmax values of the prediction.
The addition of the venom loss significantly improves the performance of the
tested models across all metrics, even the F1 score. The team uses an ensemble
of models trained on different data splits. Contrary to open set problems, the
LogitNorm [72] did not improve the recognition rate.

ZCU-KKY (Top5) [64]: The team uses a Swin-v2 Tiny [45] model for the
recognition. The reasoning behind it is so that the model can be used on mobile
devices for fast and practical inference. The team combines two heads - one
is for the species classification, and the other one is for venomous/harmless
classification. They combine the Seesaw loss with a binary cross entropy loss.
Even though the results are not as good as the results of other teams, they show
an improvement over the baseline model by introducing the head responsible for
venomousness recognition.
The main outcomes we can derive from the achieved results are as follows:

– An introduction of a custom loss that takes the different penalties for mis-
classification into account always helps. It seems to be the leading factor in
improving the results.

– Branching or multi-head approach to classification of venomous vs. harmless
species is another important factor in achieving better results. Although the
mechanism aims to optimize the competition metric, it also improves the F1
scores. This is interesting because it shows that there are recognizable visual
queues for venomousness, and it is best to model them explicitly.

– The architecture of the model (CNN vs. Transformer) is not a major cause
of the success. Choosing the architecture according to other factors, such as
run time or memory limitations, might be possible.
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Fig. 6. Private Leaderboard – SnakeCLEF 2024 competition – All 9 teams. The
orange color depicts baseline performance.

7 Conclusions and Perspectives

This new edition of LifeCLEF delivers a unique view of state-of-the-art per-
formance on species identification and prediction problems, thanks to realistic
datasets and controlled evaluation methodologies. One important conclusion is
that domain shift problems remain a major problem for the emergence of new
techniques such as passive acoustic sensors, HD images of plant cover, or remote
sensing monitoring. The lack of annotated data for these new domains consider-
ably hinders the progress of supervised methods, and alternative cross-domain
methods are struggling to emerge. A great hope may lie in the use of unlabeled
data, which will become increasingly available and whose use for domain adap-
tation or self-supervised learning is beginning to emerge as an effective solution
(notably in BirdCLEF and GeoLifeCLEF). Another very promising prospect is
multi-modal model learning, which was the key to the success of the best meth-
ods for the GeoLifeCLEF challenge and has enabled improvements in other tasks,
including FungiCLEF and PlantCLEF. As far as model architectures are con-
cerned, there is a wide disparity between the use of large-scale foundation mod-
els such as DinoV2 in PlantCLEF, SnakeCLEF, and FungiCLEF and a certain
trend towards frugal architectures in GeoLifeCLEF, FungiCLEF, SnakeCLEF,
and BirdCLEF. Finally, it’s important to note the strength of collaborative work
in the progression of the challenges. The sharing of knowledge, models, or codes,
whether by the organizers or the participants themselves, has a direct impact on
their subsequent developments and promotes co-construction rather than sole
competition.
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59. Picek, L., Durso, A.M., Hrúz, M., Bolon, I.: Overview of SnakeCLEF 2022: auto-
mated snake species identification on a global scale. In: Working Notes of CLEF
2022 - Conference and Labs of the Evaluation Forum (2022)
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1 Introduction

Outside the strict scientific context, the European Artificial Intelligence Act1,
adopted by European Commission in 2024, stresses in Article 17, section (d),
that providers must comply with “examination, test and validation procedures
to be carried out before, during and after the development of the high-risk AI
system, and the frequency with which they have to be carried out”. Without
focusing here on the degree of risk of Information Retrieval or Classification
systems, this Act clearly states that AI systems must tackle evolution. Time
is a dimension that is often overlooked when conducting Information Retrieval
(IR) experiments, especially when static data sets are utilized. The advantages
of such datasets are that they are easily used to evaluate and test systems. Some
data sets, like CORD19, contain documents collected at different points in time,
showing differences in the set of documents from one collection time to another.
Recent research [15] has demonstrated that models trained on data pertaining to
a particular time period struggle to keep their performance levels when applied
on test data that is distant in time. On the other side, [22] showed that neural
systems, especially transformers-based ones, are not always very sensitive to
corpus evolution.

With the aim of tackling this challenge of making models have persistent
quality over time, the objective of the LongEval lab is twofold: (i) to explore the
extent to which temporal differences over time, as reflected in the evolution of
evaluation datasets, results in the deterioration of the performance of information
retrieval and classification systems, and (ii) to propose improved methods that
mitigate performance drop by making models more robust over time.

The LongEval lab [3] took place as part of the Conference and Labs of the
Evaluation Forum (CLEF) 2024, and consisted in two separate tasks: (i) Task 1,
described in Sect. 2, focused on information retrieval, and (ii) Task 2, described in
Sect. 3, focused on text classification for sentiment analysis. Both tasks provided
labeled datasets enabling analysis and evaluation of models over data evolving
in time (what we call “longitudinally evolving data”).

2 Task 1 - Retrieval

The retrieval task of LongEval 2024 explores the effect of changes in datasets
on retrieval of text documents. More specifically, we focus on a setup in which
the datasets are evolving, as in the LongEval 2023 Retrieval Task data [3]. This
means, that one dataset can be acquired from another by adding, removing (and
replacing) a limited number of documents and queries. The two main scenarios
considered focus on one single system or on several ones, as detailed below:

A Single System in an Evolving Setup
We explore how one selected system behaves when evaluated on several collec-
tions, which evolve along the time. The context in which this task taked place
1 https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138_EN.html.

https://www.europarl.europa.eu/doceo/document/TA-9-2024-0138_EN.html
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is retrieval performances for Web search. When considering evolution of Web
data along time, we are facing a case when the documents, the queries and
also the relevance continuously evolves. We are then studying how Web search
engines deal with this situation. The considered scenario is then similar to clas-
sical ad-hoc search, in the case of evolving data sets. The evaluation in this
scenario consider both the Web search case in which the top documents are the
most important elements considered, and should take into account the evolving
nature of the data. Evaluation should ideally reflect the changes in the collection
and especially signal substantial changes that could lead to performance drop.
This would allow to re-train the search engine model then and only when it is
really necessary, and enable much more efficient overall training.

As described earlier, there is no consensus about the stability of the per-
formance of the neural networks IR systems along time, but it seems to be
lower than in the case of statistical models. Moreover, the performance strongly
depends on the data used for training the neural model. One objective of the
task is to explore the behavior of the neural system in the evolving data scenario.

Comparison of Multiple Systems in an Evolving Setup
While in the first point, we explore a single system, comparison of this systems
with multiple systems across evolving collections, should provide more informa-
tion about systems stability and robustness.

2.1 Description of the Task

Compared to the LongEval 2023 Dataset [3], in 2024 we take larger lags between
the training and the test sets. More precisely, the task is composed of:

– One training set, that contains Web documents, actual user’s queries, and
assessments, acquired at timestamp t;

– Two test sets, acquired later than t at time t′ and t”, composed of Web
documents and user’s queries.

The task datasets were created over sequential time periods, which allows doing
observations at different time stamps t, and most importantly, comparing the
performance across different time stamps t and t′. So, the IR task aims to assess
the performance difference between t′ and t” when t′ occurs after t′, according
to teh fact that training set acquired at t, takes place few months before t′.

2.2 Dataset

As for LongEval 2023, in 2024 the data for this task were provided by the
French search engine Qwant. They consist of the queries issued by the users of
this search engine, cleaned Web documents, which were 1) selected to correspond
to the queries, and 2) to add additional noise, and relevance judgments, which
were created using a click model. The dataset is fully described in [14]. We
provided training data, which included 599 train queries, with corresponding
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9,785 relevance assessments and 2,049,729 Web pages. All training data were
collected during January 2023. The test set corpus is composed of two subsets:
Lag6 acquired in June 2023 (i.e., 6 months later than the training set), and Lag8
acquired in August 2024 (i.e. acquired 8 months later than the training set). The
test dataset contains 4,321,642 documents (June: 1,790,028; August: 2,531,614)
and 1,925 test queries (June: 407; August: 1,518). The datasets are accessible
through the lab’s webpage2 and from the TU Wien Research Data Repository3.

The data collected from the Qwant search engine is in French. In a way to
help participants, the LongEval data set for the Retrieval task also contains
automatic translations into English of both queries and documents. We mention
however that the translations provided by LongEval are only applied to the first
500 characters of each sentence of the initial French documents downloaded.

The document and query overlap ratios between the collections is given by
Table 1 and Table 2. We see from these tables that there is a substantial overlap
between the Train and the Test collection documents and (due to the larger size
of the August query set) a substantial overlap between the Train/June queries
and the August queries.

Table 1. Ratio of documents shared between the LongEval 2024 train and test collections, row vs.
column, i.e. 0.93 means that 93% of documents in the row collection are also included in the column
collection.

Train 2024 June (Lag6) August (Lag8)

Train 2024 1.00 0.67 0.93
June (Lag6) 0.77 1.00 0.97
August (Lag8) 0.75 0.69 1.00

Table 2. Ratio of the queries shared between the LongEval 2024 train and test collec-
tions, rows vs. columns, i.e. 0.99 means that 99% of queries in the row collection are
also included in the column collection.

Train 2024 June (Lag6) August (Lag8)
Train 2024 1.00 0.22 0.42
June (Lag6) 0.32 1.00 0.56
August (Lag8) 0.17 0.15 1.00

To evaluate the submissions we use one set of relevance judgments: the judg-
ments acquired by the Qwant click model. For the evaluation, we use the NDCG
measure (calculated for each dataset) at 10, as well as the drop between the Lag8
and Lag6 collection. This allows us to check to which extend the IR system face
the evolution of the data. We also plan to use manual assessments, acquired
through the interface described in Sect. 2.8.

2 https://clef-longeval.github.io/.
3 https://doi.org/10.48436/xr350-79683.

https://clef-longeval.github.io/
https://doi.org/10.48436/xr350-79683
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2.3 Submissions

14 teams submitted their systems to the Retrieval task. Each team was allowed to
submit up to 10 systems. Together, this a overall of 73 runs submitted (Table 9).
Two teams submitted their runs on the wrong test data set, so we do not include
their submission results in our further analysis.

2.4 Absolute Scores

For the Retrieval task of the LongEval lab, we computed two sets of scores for
each of the lags in the test collection, namely NDCG and MAP. Table 3 gives
the overview of them for each run on the Lag6 and Lag8 datasets. For each run,
the columns of the table indicate which language was used (English, French, or
both), whether neural approaches were involved (values yes/no), and whether
a single or a combination of several approaches was used (values yes/no). In
addition, we show NDCG score histograms for these runs, in decreasing order,
for each dataset, showing whether a run uses any neural approach (green for yes,
yellow for no) in Fig. 1, and whether the run uses a combination of more than
a single approach (orange for yes, cyan for no) in Fig. 2. This information was
acquired from the participants through a questionnaire the participants had to
fill for each submitted run. Figure 3 shows which language each made use of.

Fig. 1. Overview of the systems using a neural approach (green) vs. other (yellow).
(Color figure online)

Fig. 2. Overview of the systems which use a single approach (orange) and which use a
combination of multiple approaches (cyan) (Color figure online)
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From Table 3 we see that the systems which did best for the Lag6 data are also
among the top for the Lag8, where the first ranked nine systems scores are com-
parable to each other. For instance, the best system on Lag6, according to the
NDCG measure, (dam_run_4), is ranked the second best also on Lag8. Similar-
ity, the best system on Lag8, according to the NDCG measure, (mouse_run_8),
is ranked the second best also on Lag6. This finding holds for the MAP measure
as well.

Fig. 3. Overview of the systems which use French (blue), which use English translations
(red), and which use both (purple). (Color figure online)

Most of the solutions chosen by the participants to the LongEval Retrieval task
apply a multi-stage retrieval approach. Often, the first stage involves a lexical-
based retrieval (e.g., BM25), and query expansion methods like PL2 or BO1.
Query expansion is also done by employing Large Language Models, like Mis-
tral or Llama 3. Reranking is done either using neural-based methods or sen-
tence based transformers. Listwise rerankers and fusing have also been used in
reranking of retrieved results. Notably, the temporal aspect of the LongEval test
collection has been used by some participants to include past query relevance
information into query reformulation either from clicklogs or from the documents
deemed relevant in the previous

Considering the Figs. 1, 2 and 3, we see that the shape of the distribution
of the NDCG values are similar for the Lag6 and Lag8 datasets. However, the
systems have higher performances on Lag6 than on Lag8, with maximum 0.4
value for the NDCG on the Lag6 versus 0.3 for the Lag8.
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Table 3. NDCG and MAP scores for Lag6, Lag8. Results are sorted according to the
NDCG scores on the Lag6.

NDCG MAP

Run Id Neural Comb. Language Lag6 Lag8 Lag6 Lag8

dam_run_4 yes no French 0.396 0.294 0.249 0.171

mouse_run_8 yes yes French 0.395 0.298 0.248 0.174

mouse_run_10 yes yes French 0.393 0.298 0.246 0.175

iris_run_4 yes yes French 0.392 0.293 0.244 0.171

mouse_run_9 yes yes French 0.392 0.298 0.245 0.175

iris_run_1 yes yes French 0.392 0.294 0.244 0.171

iris_run_2 yes yes French 0.392 0.293 0.242 0.170

iris_run_3 yes yes French 0.391 0.293 0.243 0.171

iris_run_5 yes French 0.390 0.294 0.240 0.171

mouse_run_7 yes no French 0.386 0.288 0.236 0.163

dam_run_3 no no French 0.385 0.285 0.235 0.162

quokkas_run_2 no no French 0.379 0.276 0.225 0.150

quokkas_run_1 no no French 0.374 0.274 0.221 0.148

lfzzo_run_7 no no French 0.373 0.269 0.221 0.145

lfzzo_run_8 no no French 0.372 0.269 0.221 0.144

lfzzo_run_9 no no French 0.372 0.268 0.221 0.143

lfzzo_run_10 no no French 0.372 0.269 0.219 0.145

lfzzo_run_6 no no French 0.371 0.270 0.218 0.145

dam_run_5 yes no French 0.370 0.279 0.220 0.156

mouse_run_6 yes no French 0.367 0.286 0.215 0.162

cir_run_3 no no English 0.354 0.242 0.226 0.136

snu_run_1 yes yes English 0.334 0.251 0.197 0.142

ows_run_1 no no English 0.333 0.243 0.199 0.139

kalu_run_2 yes no French 0.330 0.254 0.192 0.143

kalu_run_3 yes no French 0.330 0.254 0.192 0.143

kalu_run_5 yes no Frencg 0.324 0.249 0.188 0.140

kalu_run_4 yes no French 0.323 0.250 0.186 0.140

cir_run_4 no no English 0.320 0.229 0.172 0.117

wonder_run_3 no no French,English 0.313 0.235 0.163 0.116

cir_run_2 yes no English 0.308 0.230 0.173 0.123

mouse_run_3 yes yes English 0.306 0.235 0.171 0.126

ows_run_2 no no English 0.306 0.229 0.197 0.140

dam_run_2 yes no English 0.304 0.231 0.169 0.121

mouse_run_4 yes yes English 0.304 0.232 0.167 0.124

mouse_run_5 yes yes English 0.304 0.232 0.166 0.124

wonder_run_4 no no French 0.299 0.223 0.155 0.107

kalu_run_1 no no French 0.298 0.219 0.158 0.107

galapagos_run_4 yes yes English 0.295 0.220 0.189 0.131

ows_run_3 yes yes English 0.294 0.224 0.188 0.135

dam_run_1 no no English 0.294 0.221 0.156 0.112

galapagos_run_5 yes yes English 0.293 0.221 0.187 0.132

mouse_run_2 yes no English 0.291 0.225 0.152 0.115

mouse_run_1 yes no English 0.291 0.225 0.153 0.114

ows_run_7 yes yes English 0.290 0.213 0.180 0.123

cir_run_5 no no English 0.285 0.212 0.148 0.104

ows_run_6 yes yes English 0.284 0.216 0.173 0.126

cir_run_1 no no English 0.282 0.211 0.145 0.103

snu_run_2 yes yes English 0.282 0.213 0.177 0.127

lfzzo_run_4 no no English 0.280 0.209 0.142 0.102
(continued)
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Table 3. (continued)

NDCG MAP

Run Id Neural Comb. Language Lag6 Lag8 Lag6 Lag8

lfzzo_run_2 no no English 0.280 0.207 0.142 0.099

wonder_run_2 no no English 0.279 0.207 0.137 0.099

lfzzo_run_3 no no English 0.277 0.209 0.139 0.102

lfzzo_run_1 no no English 0.276 0.207 0.140 0.100

lfzzo_run_5 no no English 0.274 0.207 0.137 0.101

seekx_run_1 no no French 0.274 0.201 0.145 0.095

seekx_run_2 no no French 0.274 0.202 0.144 0.096

seekx_run_4 no no English 0.273 0.202 0.139 0.098

wonder_run_5 no no English 0.273 0.203 0.137 0.098

wonder_run_1 no no English 0.272 0.203 0.136 0.098

seekx_run_5 no no English 0.264 0.193 0.133 0.091

galapagos_run_2 yes yes English 0.261 0.198 0.162 0.115

galapagos_run_1 yes yes English 0.258 0.196 0.157 0.111

galapagos_run_3 yes yes English 0.253 0.192 0.151 0.107

ows_run_4 yes yes English 0.246 0.204 0.128 0.114

ows_run_5 no yes English 0.240 0.177 0.124 0.085

seekx_run_3 no no French 0.236 0.174 0.120 0.079

AVERAGE 0.318 0.238 0.183 0.129

2.5 Changes in the Scores

The main part of the retrieval task is to study the changes in the performance
scores between the collections. The collections were created using the same app-
roach and procedure have a relatively high overlap in terms of both queries
and documents (see Tables 1 and 2), we thus provide the Relative NDCG Drop
(RND) values of systems between the collections Lag8 and Lag6. RnD(r) for a
system r, is defined as as:

RND(r) = NDCGLag6(r)−NDCGLag8(r)
NDCGLag6(r)

With such definition, small RND values man more robust systems against
changes, and large RND values mean that the systems are not able to generalize
well between lag6 and lag8. What we see in Table 4 is that the systems which
are more robust to the evolution of the test collections (low values on RND) are
not the best ones: for instance, ows_run_4 is the more robust system but the
third worse one in Table 3. The best systems in term of NDCG values in lag6,
dam_run4 and mouse_run_8, have an RND of 0.245, which means that they
quite robust, but much less than the most robut ones. This shows that the very
best systems do cope with some extend to the evolution of the corpus, but that
their is room for improving best systems against robustness. We also see that
the worse robust system against changes, cir_run_3, is a system that does not
rely on neural IR models: such finding shows that neural models are also likely
to be more robust against changes than non-neural ones.
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Table 4. Changes in the NDCG scores (RND). Lines are ordered by descending RND
values. Due to the space, only the most robust run per team in terms of RND is shown.

NDCG RND

System Lag6 Lag8

ows_run_4 [1] 0.246 0.204 0.169
mouse_run_6 [9] 0.367 0.286 0.220
kalu_run_4 [19] 0.323 0.250 0.224
galapagos_run_1 [17] 0.258 0.196 0.239
dam_run_2 [8] 0.304 0.231 0.241
lfzzo_run_3 0.277 0.209 0.243
snu_run_2 [24] 0.282 0.213 0.245
wonder_run_3 0.313 0.235 0.247
iris_run_5 [13] 0.390 0.294 0.248
cir_run_2 [18] 0.308 0.230 0.252
seekx_run_4 0.273 0.202 0.260
quokkas_run_1 0.374 0.274 0.268

2.6 Run Rankings

Another point of view studied is how the submitted runs compare to each other,
either in terms of the absolute NDCG scores achieved on the collections, or in
terms of NDCG changes between the collections. We also calculated the Pearson
correlation between the runs (now shown here), with high correlation in terms of
NDCG scores, 0.99, and similarly high, 0.98, with respect to ranking order. This
corresponds to the relatively high overlaps of the documents and also the queries
between Lag6 and Lag8 collections (Table 1 and Table 2). This observation does
not hold for the correlation between the ranking according to the NDCG score
achieved and the ranking of the performance change, which is relatively low. The
Pearson correlation is 0.07 for the Lag6 dataset and −0.05 on the Lag8 dataset.

Last, we calculated a combination of both rankings (ranking in terms of
absolute values and ranking in terms of change). For this, we first calculated a
Borda count of the ranking in terms of absolute values and Borda count of the
ranking in terms of relative change and then we simply summed these two Borda
counts: this result is displayed in the last column in the Table 5. We see that in
terms of this measure the top performing systems (on Lag6 and Lag8 datasets)
are ranked higher, although they have lower rank in terms of the rank of the
NDCG change.

2.7 Queries Overview

We further investigate performance on the provided queries. Due to the space
reason, we only investigate a selected subset of queries from each collection. We
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Table 5. Ranking of the submitted systems by NDCG scores (columns 2–3), changes
in NDCG scores between Lag6 and Lag8 dataset (column 4). Column 4 shows the sum
of the Borda count applied to ranking on Lag6 and Lag8 datasets and Borda count
of ranking change between Lag8 and Lag6 dataset. The darker color means better
performance. Here we show the ranking of the selected runs in Table 4.

System NDCG
Lag6

NDCG
Lag8

RND Borda

iris_run_5 9 6 26 160
quokkas_run_1 13 15 57 116
mouse_run_6 20 11 2 168
kalu_run_4 27 24 3 147
wonder_run_3 29 29 25 118
cir_run_2 30 33 37 101
dam_run_2 33 32 17 119
snu_run_2 48 46 21 86
lfzzo_run_3 52 50 20 79
seekx_run_4 57 58 48 38
galapagos_run_1 62 62 13 64
ows_run_4 64 55 1 81

used a pooling strategy to select these queries to be used for the manual assess-
ment process (described in Sect. 2.8). We first selected the top five performing
runs on the average NDCG performance on both collections. We then calcu-
lated the performance of these runs per queries for each collection (i.e. Lag6
and Lag8) and sorted the queries based on their NDCG performance for the five
runs. Then, we divided the query set in each collection to four sets and randomly
selected from each set: five and 10 queries from Lag 6 and Lag8, respectively.
We selected in total 20 queries from Lag6 collection and 40 Lag8 collection. We
selected more queries from Lag8 collection since, as shown in Table 2, the number
of Lag8 collection is higher than Lag6 collection.

Overview of the scores achieved for the selected queries in each collection is
displayed in Fig. 4. The figure shows minimum performance (by any submitted
run), 25%, quantile, 75% quantile and the maximum achieved NDCG score. Due
to a relatively large number of runs, the range of the scores achieved is typically
quite large and for some of the queries it even ranges between 0 and 0.8. It can
be also noticed that the variation (corresponding to the size of the boxplot) of
the query performance for the Lag8 collection is higher than Lag6 collection.

Some of the worst performing queries are very general (“birdsong”, “taxes”,
and “used car” for instance) and can thus be expected to be ambiguous. This is
in contrast with the top performing queries (e.g. “camping concarneau”, “Prune
rabbit”, and “point bordeaux vision”) which refer to more specific information
need. Some other top performing queries have high variation in the results, e.g.
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the query “origami bird” for which it is not specified if the user focuses about
about"origami bird" or looks for tutorials to make them.

Fig. 4. Selected queries performance from Lag6 and Lag8 datasets.

2.8 Manual Relevance Judgments Acquisition

The evaluation results of LongEval IR task presented above rely on automatic
assessments generated from click models [14]. In addition to these click-based
relevance assessments, we have set up an annotation tool to acquire further rele-
vance assessments by humans. For that, we used the open source annotation tool,
Doctag [16], on a sample of the queries selected in Sect. 2.7 (60 queries in total).
Doctag provides a customizable and portable platform specifically designed for
Information Retrieval (IR) evaluation. To perform manual relevance judgments
using Doctag, annotators utilize its web-based interface. They access the tool and
interact with its annotation functionalities, including the assignment of labels to
indicate document relevance to specific queries. Annotators view the documents
and associate appropriate relevance labels (Fig. 5). We set up dedicated online
servers where Doctag is deployed, through their use we have acquired over 25K
manual assessments which we intend to use in further evaluations.

2.9 Discussion and Conclusion

This task was the second attempt to collectively investigate the impact of the
evolution of the data on search system’s performances. Having 14 participating
teams submitting runs confirmed that this topic was of interest to the commu-
nity.

The dataset released for this task consisted in a sequence of test collections
corresponding to different times. The collections were composed of documents
and queries coming from Qwant, and relevance judgment coming from a click
model and manual assessment. While the manual assessment is ongoing at the
time of the paper’s publication, performances of participants’ submitted runs
were measured using the click logs.
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Fig. 5. Screenshot from Doctag main page. Labels annotation is done associating to
each document one label that expresses the relevance of that document for that topic.

Most of submitted runs rely on multi-stage retrieval approaches. In addition
to the usage of Large Language Models in Query expansion. The effect of the
translation of the documents and queries provided by the lab has a clear impact:
the best results were obtained on the original French data.

Since each subset had substantial overlaps, the correlations between systems
rankings was pretty high. As for the robustness of the systems towards dataset
changes, we observed that the systems that are the more robust to the evolution
of test collection were not the best performing ones.

Further evaluations will be carried out in the near future with the manual
assessment of the pooled sets. A thorough analysis of the results will be necessary
to study the impact of queries on the results (their nature, topic, difficulty, etc.).
Further analysis work will be necessary to fully establish the robustness of the
systems and the specific impact of dataset evolution on the performances.

3 Task 2 Classification

Stance detection, an essential task in natural language processing (NLP),
involves identifying an author’s position or attitude towards a particular topic or
statement. This task goes beyond simple sentiment analysis by requiring models
to discern not just positive or negative sentiments but also the specific stance
(supporting/believer, opposing/denier, or neutral) towards a given target [20,23].

Comprehending the evolution of social media stances over time poses a sig-
nificant challenge, a topic that has gained recent interest in the AI and NLP
communities but remains relatively unexplored. The performance of social media
stance classifiers is intricately linked to temporal shifts in language and evolving
societal attitudes toward the subject matter [7].

In LongEval 2024, social media stance detection, a multi-label English clas-
sification task, takes center stage, surpassing the complexity of the binary sen-
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timent task in LongEval 2023 [2]. Our primary goal is to assess the persistence
of stance detection models in the dynamic landscape of social media posts.

The evolving nature of language and social opinions adds an additional layer
of complexity to the challenges faced by text classifiers. Language undergoes con-
tinuous changes, reflecting shifts in societal norms and opinions and the emer-
gence of novel concepts and words. For instance, consider the evolution of public
opinion on climate change over the past two decades:

– Sentence from 2000: “Global warming is a theory that needs more proof;
it’s not urgent.”

– Sentence from 2010: “Evidence for climate change is mounting, and we
need to start taking action.”

– Sentence from 2020: “Climate change is an undeniable crisis that requires
immediate global action.”

The context over two decades in the above example shows that language
and urgency surrounding climate change have evolved from skepticism to an
accepted crisis. Models not updated with recent discussions and policy changes
might fail to accurately capture the critical tone and terminology used in current
dialogues about the environment. Similarly, the rapid emergence of new vocabu-
lary, as witnessed with terms like COVID-19 [6], highlights the dynamic nature
of language, presenting unique challenges for text classifiers.

3.1 Description of the Task

To assess the extent of the performance drop of models over shorter and longer
temporal gaps, we provided a comprehensive training dataset along with five
testing sets. These testing sets include two practice sets and three development
sets. The shared competition aimed to stimulate the development of classifiers
that can effectively handle temporal variations and maintain performance persis-
tence over different time distances. Participants were expected to submit solu-
tions for two sub-tasks, showcasing their ability to address the challenges of
temporal variations in performance. The shared task was in turn divided into
two sub-tasks:

Sub-Task 1: Short-Term Persistence: In this sub-task, participants were
tasked with developing models that demonstrated performance persistence over
short periods. Specifically, the models needed to maintain their performance over
a temporal gap between the within datasets and the short-term datasets. This
involved comparing the performance from the within-practice data (January
2010 to December 2010) to the short-practice data (January 2014 to December
2014), a time gap of 4 years, and from the within-dev data (January 2011 to
December 2011) to the short-dev data (January 2015 to December 2015), a
time gap of 4 years

Sub-Task 2: Long-Term Persistence: This sub-task required participants to
develop models that maintained performance persistence over a longer period
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of time. The classifiers were expected to mitigate performance drops over a
temporal gap between the within time datasets and the long-term datasets. This
involved comparing the performance from the within-dev data (January 2011
to December 2011) to the long-dev data (January 2018 to September 2019), a
time gap of approximately 7 to 8 years.

In addition to the main sub-tasks, participants were also asked to work on
models that maintained performance within the same temporal year of the train-
ing set, with the practice-within data covering January 2010 to December 2010
and the within-dev data covering January 2011 to December 2011, with no gap
between them and the training set (time gap 0).

3.2 Dataset

In this section, we present the process of constructing our final annotated corpus
for the task. The large-scale Climate Change Twitter dataset was originally
described in [11], Our primary focus will be on climate change stance, time of
the post (created at), and the textual content of the tweets, which we will refer
to as the CC-SD dataset. This CC-SD is large-scale, covering a span of 13
years and containing a diverse set of more than 15 million tweets from various
years. Using the BERT model to annotated tweets, the CC-SD stance labels
fall into three categories: those that express support for the belief in man-made
climate change (believer), those that dispute it (denier), and those that remain
neutral on the topic.

The total sum of the categorized tweets over the entire time span are as fol-
lows: 11,292,424 tweets as believers, 1,191,386 as deniers, and 3,305,601 as neu-
tral, distributed across the timeline. The annotation is performed using transfer
learning with BERT as distant supervision based on another sentiment climate
change dataset4 and, thus, can be easily manually annotated to improve its
precision using human in the loop.

Data Sampling. The dataset is first downsampled to ensure an equal number
of instances for each stance (neutral, denier, believer) within a specified date
range, using the minimum stance count across all selected months and years to
avoid bias. This involves randomly sampling the same number of rows for each
stance, year, and month combination, ensuring balanced representation. The
downsampled data is then shuffled and split into training, development, and
practice sets, including short- and long-term coverage, with any intersecting IDs
between these sets being removed to maintain data integrity and prevent data
leakage. Finally, a summary of the downsampled data is generated, detailing the
number of rows, date and time of sampling, and statistics per year and month.

Test Set Annotation. We annotate our test data using Prolific5, which is a high
quality data collection and annotation platform. The forms that contain data to

4 https://www.kaggle.com/datasets/edqian/twitter-climate-change-sentiment-
dataset.

5 https://www.prolific.com/.

https://www.kaggle.com/datasets/edqian/twitter-climate-change-sentiment-dataset
https://www.kaggle.com/datasets/edqian/twitter-climate-change-sentiment-dataset
https://www.prolific.com/
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annotate are created using Qualtrics6. We run the annotation in several batches,
and provide the annotation guideline stating the task details and guidelines
for the participants to follow. We add several filters, automatic and manual to
select the optimal demographic and qualified annotators. Additionally, a manual
annotation is also enforced which contains 5 tweets from the training set, which
the organisers first annotate and then using the majority annotation is released as
qualification task. The participant have to correctly answer 4 out of 5 questions
to access the actual annotation task. We also provide fields in our form for every
annotator to give their feedback and to point out if any tweet is inappropriate or
contains explicit content in it. We collect responses from 5 annotators for each
tweet, and select the majority annotation from the five annotation. In some
cases, we find equal agreement among the annotators, and for those cases, we
run an extra round of annotation to finalise the agreement. Finally after cleanup
and majority annotation finding process, we manually check the data and divide
into their respective splits.

The resulting distribution of data is shown in Table 6. table Dataset statistics
summary of training, practice and testing sets.

Table 6. Dataset statistics summary of training, practice and testing sets.

Dataset Time Period Size

train January 2009 to December 2011 35739
within-practice January 2010 to December 2010 450
short-practice January 2014 to December 2014 450
dev-within January 2011 to December 2011 1074
dev-short January 2015 to December 2015 1074
dev-long January 2018 to September 2019 1074

In the Practice phase, participants undertake Pre-Evaluation tasks with
datasets from 2010 and 2014, sampled from CC-SD, allowing them to prac-
tice within a recent time frame and over a short duration. These datasets are
manually verified. Additionally, human-annotated “within time” and “short time”
practice sets are provided, also sampled from CC-SD, to refine model develop-
ment before formal evaluation.

Subsequently, the Evaluation phase assesses models using datasets from 2011,
2015, and the longer period of 2018–2019, all sampled from CC-SD. These
datasets undergo manual verification and encompass within-timeframe assess-
ments, short-term predictions, and long-term predictions, offering a holistic eval-
uation of model performance across various temporal contexts. By incorporating
datasets covering different years, the evaluation ensures thorough testing and
understanding of models’ temporal persistence and performance.

6 https://www.qualtrics.com/.

https://www.qualtrics.com/
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3.3 Evaluation

Evaluation metrics for this edition of the task remain consistent with the pre-
vious version [3,4]. All submissions were assessed using two key metrics: the
macro-averaged F1-score on the corresponding sub-task’s development set
and the Relative Performance Drop (RPD), calculated by comparing per-
formance on “within time” data against results from short- or long-term distant
development sets. Submissions for each sub-task were ranked primarily based on
the macro-averaged F1-score. Additionally, a unified score, the weighted-F1,
was computed between the two sub-tasks, encouraging participants to contribute
to both for accurate placement on a collective leaderboard and a deeper analysis
of their system’s performance in various settings.

Participants were expected to design an experimental architecture to enhance
a text classifier’s temporal performance. In such, the performance of the submis-
sions was evaluated in two ways:

1. Macro-averaged F1-score: This metric measured the overall F1-score on
the testing set for the sentiment classification sub-task. The F1-score combines
precision and recall to provide a balanced measure of model performance. A
higher F1-score indicated better performance in terms of both positive and
negative sentiment classification.

Fmacro =
2 · precision · recall
precision + recall

(1)

2. Relative Performance Drop (RPD): This metric quantified the difference
in performance between the “within-period” data and the short- or long-term
distant testing sets. RPD was computed as the difference in performance
scores between two sets. A negative RPD value indicated a drop in perfor-
mance compared to the “within-period” data, while a positive value suggested
an improvement.

RPD =
fscoretj − fscoret0

fscoret0
(2)

Where t0 represents performance when the time gap is 0, and tj represents
performance when the time gap is short or long, as introduced in previous
work [5].

The submissions were ranked primarily based on the macro-averaged F1-
score, emphasizing the overall performance of the stance detection model on the
testing sets. The higher the macro-averaged F1-score, the higher the ranking of
the submission.

3.4 Models

In our study, we evaluated several baseline classifiers to assess their performance
and temporal persistence when exposed to evolving data. The models we focused
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on include bert-base-uncased, roberta-base, and their respective variations
with additional continual incremental pretraining from the climate change cor-
pus.

To address the challenges posed by evolving data, we implemented continual
incremental pretraining for both bert-base-uncased and roberta-base mod-
els. These variations, referred to as ++MLM 2019, were further pretrained on a
climate change corpus that covers data from the initial training year up to 2019
using masked language modeling. This approach aimed to incorporate recent
linguistic trends and contextual information, enhancing the models’ ability to
adapt to new and evolving data.

The dataset is segmented by years, starting from 2006 to various end years
(2011, 2013, 2015, 2017, 2019). For each end year, data from all preceding years
up to that point is aggregated and preprocessed. Preprocessing includes filling
missing values with the most frequent value in each column, removing rows
with missing values in the ’text’ or ’stance’ columns, and eliminating duplicate
entries. Text data is normalized to lowercase, and entries with fewer than six
words are excluded. Post-processing, the data is merged into a single dataset for
each end year, resulting in five datasets representing different temporal spans.
These datasets are subsequently balanced by downsampling to ensure uniform
representation for incremental training.

Using a masked language modeling strategy, the textual data without its
label is fed into the models incrementally in their chronological order, starting
with the 2011 sample and ending with the 2019 sample. This approach ensures
a balanced and clean dataset, facilitating robust analysis and model training.
Each model was incrementally tested to evaluate its persistence over time, and
the best performance was reported in the results section.

– bert-base-uncased (Bidirectional Encoder Representations from Trans-
formers) [10] is a foundational model in NLP that introduced the concept
of bidirectional training of transformers for language modeling. The bert-
base-uncased model is a version of BERT that ignores case sensitivity, which
helps in learning case-independent features. It also consists of 12 transformer
layers, 768 hidden units, and 12 attention heads. BERT uses a static masked
language modeling objective during pretraining, which involves predicting
masked words in a sentence based on their context.

– roberta-base (Robustly optimized BERT approach) [21] is a variant of the
BERT model designed to improve performance by optimizing the pretrain-
ing process. It uses dynamic masking, a larger batch size, and more data to
enhance the training of transformer-based models. The roberta-base model
consists of 12 transformer layers, 768 hidden units, and 12 attention heads.
It is pretrained on a diverse range of data to capture rich contextual repre-
sentations, making it effective for various NLP tasks.

– ++MLM 2019 : A masked language modeling strategy used to adapt a lan-
guage model to new data by incrementally pretraining with an unlabeled
corpus up to 2019. This method leverages recent linguistic trends and con-
textual updates to improve model adaptation and performance over time.
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This systematic approach allowed us to evaluate and enhance the models’
temporal persistence and robustness baselines, ensuring they remain effective in
the face of evolving language patterns.

3.5 Results

This section presents the results obtained during both the practice and evalua-
tion phases of task 2.

3.6 Practice Phase

In this subsection, we present the results of the practice phase of task 2. This
practice dataset was provided to participants to allow them to practice and
initiate their text classifiers. Since we did not get any submissions and to under-
stand the initial performance of our practice sets, we compared several baseline
classifiers. The models evaluated include roberta-base, bert-base-uncased,
and their respective variations with additional continual incremental pretraining
from the climate change corpus from the initial year of training up to 2019 using
masked lanague modeling. The results are summarized in Table 7.

Table 7. Performance of baseline models on practice data. The columns represent: f-
Within - performance within the same time period, f-Short - performance over short
temporal gaps, f-Avg - average performance across all temporal gaps, and RPD -
relative performance drop when applied to temporally distant data.

Model f-Within f-Short f-Avg RPD

roberta-base 0.586 0.523 0.555 -10.80%
++MLM 2019 0.612 0.525 0.569 -14.36%
bert-base-uncased 0.577 0.536 0.557 -7.19%
++MLM 2019 0.586 0.542 0.564 -7.59%

As it can be seen from Table 7, the results indicate that the ++MLM
2019 variations of both roberta-base and bert-base-uncased demonstrate
improved f-Within and f-Avg scores compared to their original counterparts.
This suggests that additional continual pretraining based on recent data, incre-
mentally over time, contributes to better performance persistence. Notably,
bert-base-uncased ++MLM 2019 achieved the lowest RPD, highlighting its
resilience to temporal changes.

3.7 Evaluation Phase

In this subsection, we present the results of the evaluation phase of task 2.
Using the development dataset provided to participants, we evaluated the final
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performance of the text classifier models. To understand the performance of
our development sets, we compared several baseline classifiers due to the lack of
submissions. The models evaluated include roberta-base, bert-base-uncased,
and their respective variations with additional continual incremental pretraining
from the climate change corpus up to 2019 using masked language modeling.
The results are summarized in Table 8.

Table 8. Performance of baseline models on development sets. The columns represent:
f-Within - performance within the same time period, f-Short - performance over
short temporal gaps, f-Long - performance over long temporal gaps, f-Avg - average
performance across all temporal gaps, RPD-Short - relative performance drop over
short temporal gaps, RPD-Long - relative performance drop over long temporal gaps,
and RPD-Avg - average relative performance drop.

Model f-Within f-Short f-Long f-Avg RPD-Short RPD-Long RPD-Avg

roberta-base 0.626 0.558 0.529 0.571 -10.81% -15.46% -26.26%
++MLM 2019 0.623 0.594 0.552 0.590 -4.74% -11.46% -16.20%
bert-base-uncased 0.614 0.569 0.536 0.573 -7.26% -12.64% -19.89%
++MLM 2019 0.600 0.571 0.540 0.570 -4.94% -10.01% -14.94%

As shown in Table 8, the ++MLM 2019 variations of both roberta-base
and bert-base-uncased models exhibit notable improvements in the f-Short
and f-Long scores, as well as reduced RPD values compared to their stan-
dard counterparts. The ++MLM 2019 variation of roberta-base achieved an
f-Avg score of (0.590), an improvement over the original model’s score of (0.571).
It also showed a significantly lower RPD-Short of (−4.74%) and RPD-Long
of (−11.46%), indicating better resilience to temporal changes over both short
and long gaps. Similarly, the ++MLM 2019 variation of bert-base-uncased
achieved an f-Avg score of (0.570), slightly lower than the original model’s
0.573. However, it exhibited a lower RPD-Long of (−10.01%) and RPD-Avg
of (−14.94%), demonstrating improved performance persistence over time.

These results reinforce the value of continual incremental pretraining with
recent data to maintain and improve model performance in dynamic environ-
ments. The ++MLM 2019 variations consistently showed enhanced performance
metrics and reduced performance degradation over time, validating the effective-
ness of this approach in enhancing temporal persistence.

3.8 Discussion and Conclusion

This section discusses the results of our study on temporally adaptive classifica-
tion methods, highlighting the significance of incorporating temporal information
into text classification models to mitigate performance drops over time and the
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use of an outdated language model. These results reveal that classifiers trained
on older data exhibit significant performance drops when applied to newer data.
This is evident from the relative performance drops (RPD) reported, where the
++MLM 2019 variations showed a marked improvement in mitigating this drop.

Previous work by Alkhalifa et al. [5] introduced the Incremental Temporal
Alignment (ITA) method as a superior approach for enhancing temporal per-
sistence of static word embedding. This method aligns closely with the contin-
ual incremental pretraining approach evaluated in our results, where ++MLM
2019 variations of both roberta-base and bert-base-uncased demonstrated
improved f-Within, f-Avg scores, and lower RPD values. The ITA method’s
emphasis on leveraging incremental updates to word embeddings aligns with
the improvements seen in the ++MLM 2019 models, showcasing their resilience
to evolving data and enhancing their persistence as text classifiers as context
updated overtime.

The results reinforce several best practices for designing temporally robust
and persistent text classifiers. Methods relying on incremental updates gener-
ally outperform static embeddings, as corroborated by the superior performance
of the ++MLM 2019 models. Additionally, it is crucial to select robust base-
line models and incrementally update them to accommodate evolving language
patterns over time.

The practical implications of our findings are significant for real-world NLP
applications. In dynamic environments such as stance posts on social media,
language evolves rapidly, making temporal adaptation through an incremental
pretraining approach substantially enhance the longevity and persistence of text
classifiers. These results provide empirical evidence supporting the implementa-
tion of temporally adaptive classification methods in real-world scenarios.
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A Runs Submitted to the IR Task

Table 9. The original name of the submitted runs for the IR task are shown in the
second column while the Runs Ids used assigned to the systems and used in the paper
are shown in the first column.

Run Id Submitted System

abyss_run_1 ABYSS_BM25-French-Stop50_40FR_10EN-SnowStem-Dict-Fuzzy-Phrase-Start-Synonyms-RR
abyss_run_2 ABYSS_BM25-French-Stop50_40FR_10EN-SnowStem-Fuzzy-Phrase-Start
abyss_run_3 ABYSS_BM25-French-Stop50_40FR_10EN-SnowStem-Fuzzy-Phrase-Start-RR
cir_run_1 CIR_BM25
cir_run_2 CIR_BM25+monoT5
cir_run_3 CIR_BM25+qrel_boost
cir_run_4 CIR_BM25+RF
cir_run_5 CIR_BM25+time_boost
galapagos_run_1 galapagos-tortoise-bm25-bo1-pl2-monot5-kmax-avg-k-4
galapagos_run_2 galapagos-tortoise-bm25-bo1-pl2-monot5-max
galapagos_run_3 galapagos-tortoise-bm25-bo1-pl2-monot5-mean
galapagos_run_4 galapagos-tortoise-rank-zephyr
galapagos_run_5 galapagos-tortoise-wsum
kalu_run_1 KALU_MISTRAL_FRENCH
kalu_run_2 KALU_RERANK_HARMONIC_MISTRAL_FRENCH
kalu_run_3 KALU_RERANK_HARMONIC_MISTRAL_FRENCH_SHOULD
kalu_run_4 KALU_RERANK_SIMPLE_FRENCH_LLAMA
kalu_run_5 KALU_RERANK_SIMPLE_MISTRAL_FRENCH
ows_run_1 ows_bm25_bo1_keyqueries
ows_run_2 ows_bm25_reverted_index
ows_run_3 ows_ltr_all
ows_run_4 ows_ltr_wows_all_rerank
ows_run_5 ows_ltr_wows_base_rerank
ows_run_6 ows_ltr_wows_rerank_and_keyquery
ows_run_7 ows_ltr_wows_rerank_and_reverted_index
quokkas_run_1 Quokkas_french-letter-lightstem
quokkas_run_2 Quokkas_french-standard-lightstem
dam_run_1 seupd2324-dam_EN-Stop-SnowBall-Poss-Prox(50)
dam_run_2 seupd2324-dam_EN-Stop-SnowBall-Poss-Prox(50)-Reranking(200)
dam_run_3 seupd2324-dam_FR-Stop-FrenchLight-Elision-ICU-Prox(50)
dam_run_4 seupd2324-dam_FR-Stop-FrenchLight-Elision-ICU-Prox(50)-Reranking(150)
dam_run_5 seupd2324-dam_FR-Stop-FrenchLight-Elision-ICU-Shingles-Prox(50)-Reranking(150)
iris_run_1 seupd2324-iris_FR_GFF@12_w0.162_MMARCO@1000_ADD_w5
iris_run_2 seupd2324-iris_FR_GFF@12_w0.162_MMARCO@1000_MAXMIN_ADD_w5
iris_run_3 seupd2324-iris_FR_MMARCO@1000_ADD_w5
iris_run_4 seupd2324-iris_FR_url_w1.4_GFF@12_w0.162_MMARCO@1000_ADD_w5
iris_run_5 seupd2324-iris-FR_Q2K@1_w0.16_MMARCO@1000_MAXMIN_ADD_w5
lfzzo_run_1 seupd2324-lfzzo-englishSystem1
lfzzo_run_2 seupd2324-lfzzo-englishSystem2
lfzzo_run_3 seupd2324-lfzzo-englishSystem3
lfzzo_run_4 seupd2324-lfzzo-englishSystem4
lfzzo_run_5 seupd2324-lfzzo-englishSystem5
lfzzo_run_6 seupd2324-lfzzo-frenchSystem1
lfzzo_run_7 seupd2324-lfzzo-frenchSystem2
lfzzo_run_8 seupd2324-lfzzo-frenchSystem3
lfzzo_run_9 seupd2324-lfzzo-frenchSystem4
lfzzo_run_10 seupd2324-lfzzo-frenchSystem5
mouse_run_1 seupd2324-mouse_English_Porter_Standard_NoStop_Mixtral-8x7b_NoRerank
mouse_run_2 seupd2324-mouse_English_Porter_Standard_stopwords-en_LLama3-70b_NoRerank
mouse_run_3 seupd2324-mouse_English_Porter_Standard_top125_LLama3-70b_Cohere-100-w06
mouse_run_4 seupd2324-mouse_English_Porter_Standard_top125_LLama3-70b_Pygaggle-Luyu-20-w06
mouse_run_5 seupd2324-mouse_English_Porter_Standard_top125_Mixtral-8x7b_Pygaggle-Luyu-20-w06
mouse_run_6 seupd2324-mouse_French_FrenchLight_Standard_NoStop_Mixtral-8x7b_NoRerank
mouse_run_7 seupd2324-mouse_French_FrenchLight_Standard_stopwords-fr_LLama3-70b_NoRerank
mouse_run_8 seupd2324-mouse_French_FrenchLight_Standard_top125_LLama3-70b_Cohere-100-w06
mouse_run_9 seupd2324-mouse_French_FrenchLight_Standard_top125_LLama3-70b_Pygaggle-Luyu-20-w06
mouse_run_10 seupd2324-mouse_French_FrenchLight_Standard_top125_Mixtral-8x7b_Pygaggle-Luyu-20-w06

(continued)
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Table 9. (continued)

Run Id Submitted System

seekx_run_1 seupd2324-seekx_LetLightFR
seekx_run_2 seupd2324-seekx_LetLightStopFR
seekx_run_3 seupd2324-seekx_LetLightStopSynFR
seekx_run_4 seupd2324-seekx_StanMinEN
seekx_run_5 seupd2324-seekx_StanMinSynEN
snu_run_1 SNU_LDI_listt5
snu_run_2 SNU_LDI_monot5
wonder_run_1 WONDER_BASELINE
wonder_run_2 WONDER_ENGLISH
wonder_run_3 WONDER_ENGLISH_FRENCH
wonder_run_4 WONDER_FRENCH
wonder_run_5 WONDER_TWOPHASE
xplore_run_1 XPLORE_French-BM25-FrenchLight-Stop
xplore_run_2 XPLORE_French-BM25-FrenchLight-Stop-SynonymMapper
xplore_run_3 XPLORE_French-BM25Default-FrenchLight-Stop
xplore_run_4 XPLORE_French-LMDirichlet-FrenchLight-Stop
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Abstract. The goal of the PAN lab is to advance the state of the art in
text forensics and stylometry through an objective evaluation of new and
established methods on new benchmark datasets. IN 2024, we organized
four shared tasks: (1) multi-author writing style analysis, which we con-
tinue from 2023; (2) multilingual text detoxification, a new task that aims
to re-formulate text in a non-toxic way for multiple languages; (3) oppo-
sitional thinking analysis, a new task that aims to discriminate critical
thinking from conspiracy narratives and identify their core actors; and
(4) generative AI authorship verification, which formulates the detection
of AI-generated text as an authorship problem. PAN 2024 concluded as
one of our most successful editions with 74 notebook papers by 147 par-
ticipating teams.

1 Introduction

PAN is a workshop series and a networking initiative for stylometry and digi-
tal text forensics. PAN hosts computational shared tasks on authorship analy-
sis, computational ethics, and the originality of writing. Since the workshop’s
inception in 2007, we organized 73 shared tasks1 and assembled 57 evalua-
tion datasets2 plus nine datasets contributed by the community. In 2024, we
organized four tasks that concluded in 74 notebook papers by 147 participating
teams.

First, the Multi-Author Writing Style Analysis task asks to, given a docu-
ment, determine at which positions the author changes. This task was revamped
for 2023 with a new dataset and structured around topical heterogeneity as
an indicator of difficulty. We continued the task in 2024 with minor modifica-
tions since it attracts consistent participation of high technical quality and the
problem is still relevant and offers room for improvements. A total of 15 teams
submitted notebook papers to Multi-Author Writing Style Analysis. The task
details are described in Sect. 2.

Second, the new Multilingual Text Detoxification task asks to, given a toxic
piece of text, re-write it in a non-toxic way while saving the main content as
much as possible. The task was prepared for 9 languages—English, Spanish,
German, Chinese, Arabic, Hindi, Ukrainian, Russian, and Amharic—and had
cross-lingual and multilingual challenges. A total of 31 teams submitted their
solutions to Multilingual Text Detoxification resulting in 12 notebook papers.
The task details are described in Sect. 3.

Third, the new Oppositional Thinking Analysis task asks, given an online
message, to first distinguish between critical and conspiracy texts, and second,
to detect the elements of the oppositional narratives. A total of 83 teams sub-
mitted their solutions to Oppositional Thinking Analysis resulting in 18 note-
book papers. The task details are described in Sect. 4.

Fourth, the new Generative AI Authorship Verification task asks, given one
text authored by a human and one by a machine, to pick out the human-written
1 Find PAN’s past shared tasks at http://pan.webis.de/shared-tasks.html.
2 Find PAN’s datasets at http://pan.webis.de/data.html.

http://pan.webis.de/shared-tasks.html
http://pan.webis.de/data.html
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one. Detecting AI-generated text is a task of high urgency and, as an authorship
task, it falls deeply within PAN’s expertise. We formulate AI-detection as a
verification task and collaborate with the ELOQUENT Lab to generate a total
of 70 different verification datasets to benchmark the PAN submissions. A total
of 34 teams submitted to Generative AI Authorship Verification, resulting in
29 notebook papers. The task details are described in Sect. 5.

PAN is committed to reproducible research in IR and NLP, hence all par-
ticipants are asked to submit their software (instead of just their predictions)
through the submission software TIRA. With the recent updates to the TIRA
platform [32], a majority of the submissions to PAN are publicly available as
docker containers. In the following sections, we briefly outline the 2024 tasks
and their results.

2 Multi-author Writing Style Analysis

The analysis of writing styles is the foundation of authorship identification tasks.
The multi-author writing style analysis task, as part of PAN@CLEF, continues
to develop challenges in this crucial field of research. Over the years, the task
has evolved significantly: from identifying and grouping individual authors [108]
to detecting whether a document has been written by a single or multiple
authors [55,127,146] and identifying the actual number of authors [145], and
finally, to paragraph-level style change detection [141–143].

In the PAN’24 multi-author writing style analysis task, participants were
asked to identify all positions of writing style changes within a given text. Specif-
ically, for each pair of consecutive paragraphs, the task was to compute whether
there is a change in writing style between the two paragraphs. The dataset used
for this task is split into three subsets of increasing difficulty: Easy : Each doc-
ument contains a variety of topics, therefore, topic information can be used for
detecting changes in writing style. Medium: The topics contained in a document
are more homogeneous, requiring the approaches to focus more on writing style
to solve the detection task. Hard: The paragraphs in a document are of a single
topic. We control for topical diversity to ensure that, particularly in the hard
dataset, topical differences cannot be used as a proxy signal for authorship and
that the focus remains on stylistic cues for detecting changes in writing style.

Data Set and Evaluation

The dataset used for the multi-author writing analysis task is based on user
posts on Reddit3. We selected posts from the following subreddits to ensure
that a variety of topics is used for the creation of the datasets: r/worldnews,
r/politics, r/askhistorians, and r/legaladvice. After extracting posts from these
subreddits, we applied cleaning steps, such as removing quotes, whitespace, emo-
jis, or hyperlinks. The cleaned user posts were then split into paragraphs.

3 https://www.reddit.com/.

https://www.reddit.com/
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Table 1. Overall results for the multi-author analysis task, ranked by average F1

performance across all three datasets. Best results are marked in bold.

Team Easy F1 Medium F1 Hard F1

fosu-stu [80] 0.987 0.887 0.834
nycu-nlp [68] 0.964 0.857 0.863
no-999 [139] 0.991 0.830 0.832
huangzhijian [50] 0.985 0.815 0.826
text-understanding-and-analysi [46] 0.991 0.815 0.818
bingezzzleep [135] 0.985 0.818 0.807
openfact [63] 0.981 0.821 0.805
chen [20] 0.968 0.822 0.807
baker [134] 0.976 0.816 0.770
gladiators [56] 0.956 0.809 0.783
khaldi-abderrahmane 0.905 0.806 0.641
karami-sh [117] 0.972 0.664 0.642
riyahsanjesh [113] 0.825 0.712 0.599
liuc0757 [72] 0.696 0.717 0.503
lxflcl66666 [66] 0.606 0.455 0.484
foshan-university-of-guangdong [73] 0.517 0.394 0.352

Baseline Predict 1 0.466 0.343 0.320
Baseline Predict 0 0.112 0.323 0.346
Baseline Random 0.414 0.506 0.495

To generate documents for the dataset, we used paragraphs from a single
Reddit post to ensure minimal topical coherence between paragraphs of the
generated document. Each document was composed of paragraphs written by
a randomly selected number of two to four authors. For each paragraph, we
extracted and computed semantic and stylistic feature vectors to characterize
the paragraph. The paragraphs were then concatenated based on the similarity
of their feature vectors. This mixing approach allowed us to control for topical
and stylistic similarity, enabling the creation of more coherent documents and
allowing us to adjust the difficulty of the multi-author writing style task. For the
three datasets, we configured the similarity threshold for consecutive paragraphs
to be (1) relatively large for the easy dataset, (2) moderate for the medium
dataset, and (3) small for the hard dataset. Each of the easy, medium, and hard
datasets contains 6,000 documents. We provided participants with training, test,
and validation splits for all three datasets. The training sets contain 70% of the
documents in each dataset, while the test and validation sets contain 15% each.
The test sets were withheld for the evaluation phase of the competition.
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The performance of the submitted approaches is evaluated per dataset by
macro-averaged F1-score value across all documents.

Results

The task received 16 valid software submissions. The results achieved by the
participants are shown in Table 1. The best average F1 across the three datasets
was achieved by the fosu-stu team. For the easy dataset, teams no-999 [139] and
text-understanding-and-analysi [46] achieved the highest F1 score (0.991), for
the medium dataset, fosu-stu [80] reached an F1 score of 0.887, and for the hard
dataset, team nycu-nlp [68] achieved a F1 of 0.863. All submissions were able to
outperform the three simple baselines: a random baseline, one that predicted a
style change for each pair of paragraphs, and one that predicted no style change
for each pair of paragraphs. Further details on the approaches taken can be found
in the overview paper [144].

3 Multilingual Text Detoxification

Text detoxification is a subtask of text style transfer where the style of text
should be changed from toxic to neutral while preserving the content. As lan-
guage modeling advances, there is growing concern about the potential unin-
tended consequences of this technology. One such concern is the possibility of
harmful or biased texts, which could perpetuate negative stereotypes or mis-
information [64]. This has led to a growing interest in AI safety and the need
for approaches to mitigating these risks [17]. This presents a major challenge
for researchers and practitioners in language model safety, who need to develop
effective detoxification techniques that can be applied to many languages. Pre-
viously, the first parallel corpus for such a task was released for English [75] and
Russian [27] that built a foundation for the RUSSE-2022 Text Detoxification
shared task.

In PAN 2024, we extend our data and challenges even to more languages.
The participants were asked to develop text detoxification systems for 9 lan-
guages: English, Spanish, German, Chinese, Arabic, Hindi, Ukrainian, Russian,
and Amharic. For each language, the prepared dataset was split into two parts:
(i) development and (ii) test. For the train part, we did not provide any training
data except for English and Russian that was publicly available from the previ-
ous work [26,27,75]. Thus, in the shared task, the participants were asked to do
experiments in two setups:

– Cross-lingual setup: In the development phase, participants were provided
400 toxic sentences per each language. They have to experiment with various
techniques for cross-lingual detoxification.

– Multilingual setup: Then, in the test phase, we released parallel dev data
and asked participants to perform detoxification on 600 samples per language
(3600 instances in total). At this phase, participants were able to utilize par-
allel training corpora to improve their approaches and perform multilingual
detoxification for any subset of languages.
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Table 2. The statistics of all ParaDetox datasets used in the TextDetox shared task.
The human detoxified references were collected either via crowdsourcing or locally
hired native speaker. For English and Russian, the previously collected train data
was available during all shared task’s phases. For other languages, 1 000 samples per
language were divided correspondingly into development and test parts.

Language Source of Toxic Samples Annotation Process Train Dev Test

English [53] Crowdsourcing+Manual 11 939 400 600

Russian [11,115] Crowdsourcing+Manual 8 500 400 600

Ukrainian [16] Crowdsourcing — 400 600

Spanish [96,97,124] Crowdsourcing — 400 600

German [106,107,133] Manual — 400 600

Hindi [82] Manual — 400 600

Amharic [7,8] Manual — 400 600

Arabic [40,87,89,90] Manual — 400 600

Chinese [77] Manual — 400 600

For both phases, an automatic leaderboard was open to provide the partici-
pants scores of the adequacy and the proximity to the human references of their
outputs. However, the final leaderboard was based on a human evaluation with
crowdsourcing of subsamples from the test dataset. The human judgment gave
a fair assessment of responses and prevented participants from over-tuning on
automated metrics.

Data Set and Evaluation

Multilingual ParaDetox for 9 Languages. The full picture of the collected
ParaDetox data for all target languages is presented in Table 2. While the meth-
ods of collecting human annotations vary across languages—some data were
gathered via crowdsourcing, others by hiring local native speakers—the quality
of the texts was uniformly verified by experts to ensure three key attributes as
introduced in [28,75]: (i) the style of new paraphrases is genuinely non-toxic,
(ii) the main content is preserved, and (iii) the new texts are fluent.

For each language for the shared task’s phases:

– During the development phase: 400 only toxic parts were available for partic-
ipants to perform cross-lingual experiments.

– During the test phase: (i) 400 ParaDetox instances were fully released; (ii)
participants should provide their final solutions for 600 toxic parts of the test
dataset.

For English and Russian during all phases, additional training parallel
datasets were available from previous work [26,27,75]. All the data is available
online for public usage.4

4 https://huggingface.co/textdetox.

https://huggingface.co/textdetox
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Automatic Evaluation. For both phases, we provided the leaderboard based
on an automatic evaluation setup. We evaluate the outputs based on three
parameters—style of text, content preservation, and conformity to human
references—combining them into the final Joint score:

– Style Transfer Accuracy (STA) ensures that the generated text is indeed
more non-toxic. It was estimated with XLM-R [22] large instance fine-tuned
for the binary toxicity classification task for our target languages. The model
determined the degree of non-toxicity in the texts.

– Content Similarity (SIM) is the cosine similarity between LaBSE embed-
dings [31] of the source texts and the generated texts.

– Fluency (ChrF1) is used to estimate the proximity of the detoxified texts
to human references and their fluency.

Human Evaluation. We selected 100 random original toxic samples per each
language from the test part of our dataset and performed human evaluation via
Toloka crowdsourcing platform.5 The concept of the human evaluation mirrored
the approach used in the automatic evaluation. Each project type focused on
assessing one of the three key qualities of detoxification; style transfer accuracy,
content similarity, or fluency:

– Style Transfer Accuracy: we employed a pairwise comparison between the
original toxic text and the generated detoxified text. Participants were tasked
with determining which text was more toxic: the left text, the right text, or
neither.

– Content Similarity: participants were shown pairs of texts (toxic phrase
followed by detoxified phrase) and asked to indicate if the sense was similar,
responding with “yes” or “no”.

– Fluency: individual sentences were evaluated for intelligibility and correct-
ness. Annotators could respond with “yes”, “partially”, or “no”, corresponding
to scores of 1, 0.5, and 0, respectively. The fluency score for a text pair was
determined by comparing the detoxified text’s score to the original. If the
detoxified text had a higher or equal fluency score, the pair received a 1;
otherwise, it received a 0.

Final Joint Score (J). For both automatic and human evaluation setups, the J
score was the aggregation of the three above metrics. The metrics STA, SIM
and FL were subsequently combined into the final J score used for the final
ranking of approaches. Given an input toxic text xi and its output detoxified
version yi, for a test set of n samples:

J = 1
n

n∑

i=1

STA(yi) · SIM(xi, yi) · FL(xi, yi),

5 https://toloka.ai.

https://toloka.ai
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Table 3. Results of the human final evaluation of the TextDetox test phase. Scores are
sorted by the average Joint score. Scores are sorted by the average Joint score across all
9 languages. Baselines are highlighted with gray , Human References are highlighted
with green .

Team Avg System

Human References 0.851 Human paraphrases from our multilingual ParaDetox

SomethingAwful 0.774 Few-shot LLaMa-3 prompting+mT0-XL
adugeen 0.741 Fine-tuned mT0-XL with ORPO [43]
VitalyProtasov 0.723 Preprocessing+mT0-large
nikita.sushko 0.712 Fine-tuned mT0-XL+postprocessing
erehulka 0.708 Few-shot LLaMa-3 prompting
bmmikheev 0.685 Few-shot LLaMa-3 prompting+GPT-3.5 post-eval.
mkrisnai 0.681 Few-shot GPT-3.5 prompting
d1n910 0.654 Few-shot Kimi.AI prompting
Yekaterina29 0.639 Fine-tuned mT5-XL
estrella 0.576 Tree of Thought GPT3.-5 prompting
gleb.shnshn 0.564 Zero-shot LLaMa-3-70b prompting
Delete 0.560 Elimination of toxic keywords
mT5 0.541 Fine-tuned mT5-XL
shredder67 0.524 Fine-tuned mT5-XL
razvor 0.516 Few-shot LLaMa-3 prompting
ZhongyuLuo 0.513 Translation+BART-detox&ruT5-detox
gangopsa 0.500 Fine-tuned T5&BART+token-level editing
Backtranslation 0.411 Translation of data to English+BART-detox
maryam.najafi 0.177 Mistral-7b with PPO
dkenco 0.119 Few-shot Cotype-7b prompting

where STA(yi), SIM(xi, yi), FL(xi, yi) ∈ [0, 1] for automatic and ∈ {0, 1} for
human evaluation for each text detoxification output yi.

We calculated all the metrics separately per each language. In the end, we
calculated the Average score of 9 Joint scores per all languages that were used
to compile the leaderboard.

Results

We received 20 submissions for the development phase leaderboard and 31 sub-
missions for the test phase leaderboard; the final manually evaluated leaderboard
was based on 17 submissions who confirmed their participation in the com-
petition [34,63,78,91,93,95,99,102,105,110,123,130,149]. The final leaderboard
based on human assessments is presented in Table 3.
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Fig. 1. A Telegram text annotated with elements of oppositional narrative.

Almost all of the participants used the current SOTA LLMs, among which
are GPT-3.5 [92] and Llama-3 [3] models; to enhance the model’s performance
on the task of detoxification participants tested both zero-shot and few-shot
prompting methods. Among smaller models, there were used mT5 [137] and
mT0 [88]—these models were usually finetuned using ad hoc filtering and data
augmentation techniques, for instance, as RAG and backtranslation. Addition-
ally, region-specific LLMs were also employed: Cotype-7b [86] and Kimi.AI [2].

The majority of the participants overcame the baselines and even a couple
of solutions outperformed human references. Still, for not-so-rich-resource lan-
guages such as Ukrainian, Chinese, Amharic, and Hindi human detoxified para-
phrases remained the gold standard. At the same time, various experiments from
participants illustrate that vanilla usage of LLMs for the detoxification task does
not achieve high results. At least more advanced prompting techniques and fine-
tuning on the downstream task with our provided data boosted the performance
significantly achieving such interesting SOTA results.

4 Oppositional Thinking Analysis: Conspiracy Theories
vs Critical Thinking Narratives

Conspiracy theories are complex narratives that attempt to explain the ultimate
causes of significant events as cover plots orchestrated by secret, powerful, and
malicious groups [29]. A challenging aspect of identifying conspiracy with NLP
models [33,35,62,100,101,109] stems from the difficulty of distinguishing critical
thinking from conspiratorial thinking in automatic content moderation. This
distinction is vital because labeling a message as conspiratorial when it is only
oppositional could drive those who were simply asking questions into the arms
of the conspiracy communities.

At PAN 2024 we aim at analyzing oppositional thinking, and more concretely,
at discriminating conspiracy from critical narratives from a stylometry perspec-
tive. The task will address two new challenges for the NLP research community:
(1) to distinguish the conspiracy narrative from other oppositional narratives
that do not express a conspiracy mentality (i.e., critical thinking); and (2) to
identify in online messages the key elements of a narrative that fuels the inter-
group conflict in oppositional thinking. Accordingly, we propose two sub-tasks:

– Subtask 1 is a binary classification task differentiating between (1) critical
messages that question major decisions in the public health domain, but
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do not promote a conspiracist mentality; and (2) messages that view the
pandemic or public health decisions as a result of a malevolent conspiracy by
secret, influential groups.

– Subtask 2 is a token-level classification task aimed at recognizing text spans
corresponding to the key elements of oppositional narratives. Since conspiracy
narratives are a special kind of causal explanation, we developed a span-level
annotation scheme that identifies the goals, effects, agents, and the groups-
in-conflict in these narratives.

For the second task, a new fine-grained annotation scheme was developed
with the goal of identifying, at the text span level, how oppositional and con-
spiracy narratives use inter-group conflict. The annotation was performed for the
described 5,000 binary-labeled messages per language. We identify the following
six categories of narrative elements at the span level (see Fig. 1):

– Agents: the hidden power that pulls the strings of the conspiracy. In critical
messages, agents are actors that design the mainstream public health policies:
Government, WHO, . . . ;

– Objectives: parts of the narrative that answer the question “What is
intended by the agents of the conspiracy theory or by the promoters of the
action being criticized from a critical thinking perspective?”;

– Consequences: parts of the narrative that describe the effects of the agent’s
actions;

– Facilitators: the facilitators are those who collaborate with the conspira-
tors; in critical messages, facilitators are those who implement the measures
dictated by the authorities;

– Campaigners: in conspiracy messages, the campaigners are the ones who
uncover the conspiracy theory; in critical messages, campaigners are those
who resist the enforcement of laws and health instructions; and

– Victims: the people who are deceived into following the conspiratorial plan
or the ones who suffer due to the decisions of the authorities.

Data Set and Evaluation

For the creation of the corpus, we first manually compiled a list of 2,273 pub-
lic Telegram channels in English and Spanish that contain oppositional non-
mainstream views on the COVID-19 pandemic. We retrieved and filtered mes-
sages from the channels based on a set of oppositional and conspiracy keywords
related to COVID-19. Then the messages were cleaned by removing duplicates,
short texts, and texts with a large proportion of non-regular words (such as URLs
and mentions). Finally, the messages were ranked using an index of quality based
on the properties of a message and its channel. The index is composed of several
criteria capturing the prevalence of COVID-19 topics and the channel’s activity.

We developed an annotation schema to differentiate between the messages
criticizing the mainstream views on COVID-19 and the messages evoking the
existence of a conspiracy. A message was labeled “conspiracy” if any of these four



Overview of PAN 2024: Condensed Lab Overview 241

Table 4. Overall results for subtask 1 on Conspiracy theories vs Critical thinking
narratives in English (EN) in terms of Matthew’s correlation coefficient (MMC).

Team EN MCC

IUCL 0.838
AI_Fusion 0.830
SINAI 0.829
ezio 0.821
hinlole 0.819
Zleon 0.819
virmel 0.819
inaki 0.814
yeste 0.812
auxR 0.808
Elias&Sergio 0.803
theateam 0.803
trustno1 0.798
DSVS 0.797
sail 0.796
ojo-bes. 0.796
RD-IA-FUN 0.796
Baseline BERT 0.796
aish_team 0.791
rfenthusiasts 0.790
Dap_upv 0.789
oppositional_opposition 0.789
RD-IA-FUN 0.789
miqarn 0.788
CHEEXIST 0.787
tulbure 0.787
XplaiNLP 0.787
TheGymNerds 0.785

Team EN MCC

nlpln 0.784
RalloRico 0.777
LasGarcias 0.775
zhengqiaozeng 0.775
ALC-UPV-JD-2 0.772
LorenaEloy 0.771
lnr-alhu 0.770
NACKO 0.769
paranoia-pulverizers 0.768
DiTana 0.765
FredYNed 0.764
dannuchihaxxx 0.764
lnr-detectives 0.763
TargaMarhuenda 0.761
Trainers 0.759
thetaylorswift 0.757
locasporlnr 0.757
lnr-adri 0.755
TokoAI 0.754
ede 0.753
lnr-verdnav 0.752
lnr-dahe 0.748
epistemologos 0.748
lucia&ainhoa 0.747
pistacchio 0.741
lnr-BraulioP. 0.739
Marc_Coral 0.739
Ramon&Cajal 0.728

Team EN MCC

lnr-lladrogal 0.725
lnr-fanny-nuria 0.725
MarcosJavi 0.719
lnr-cla 0.716
lnr-jacobant. 0.716
MUCS 0.716
lnr-aina-julia 0.715
LaDolceVita 0.707
alopfer 0.705
lnr-luqrud 0.705
LNR-JoanPau 0.705
lnr-carla 0.700
lnr-Inetum 0.698
lnr-antonio 0.685
LluisJorge 0.678
anselmo-team 0.672
lnr-pavid 0.595
LNRMADME 0.546
lnr-mariagb. 0.506
LNR_08 0.442
Kaprov 0.370
lnr_cebusqui 0.048
jtommor 0.040
eledu 0.459
david-canet 0.631
lnr-guilty 0.659
lnrANRI 0.755
ROCurve 0.800

criteria were met: (1) it framed COVID-19 or a related public health strategy as
the result of the agency of a small and malevolent secret group; (2) it claimed
that the pandemic is not real (e.g. a plandemic); (3) it accused critics of the
conspiracy theory of being a part of the plot; (4) it divided society into two: those
who know the truth (the conspiracy theorists) and those who remain ignorant.
A message was labeled “critical” if it opposed publicly accepted understandings
of events but had none of these four characteristics of the conspiratorial mindset.

Using this annotation scheme, 5,000 messages per language were annotated as
“conspiracy” or “critical” thinking. For these messages, we performed anonymiza-
tion by removing sensitive and identifiable information such as nicknames, user



242 A. A. Ayele et al.

Table 5. Overall results for subtask 1 on Conspiracy theories vs Critical thinking
narratives in Spanish (ES) in terms of Matthew’s correlation coefficient (MMC).

Team ES MCC

SINAI 0.742
auxR 0.720
RD-IA-FUN 0.702
Elias&Sergio 0.697
AI_Fusion 0.687
zhengqiaozeng 0.687
virmel 0.685
trustno1 0.684
Zleon 0.682
ojo-bes 0.681
tulbure 0.672
sail 0.671
nlpln 0.668
Baseline BERT 0.668
pistacchio 0.667
rfenthusiasts 0.665
XplaiNLP 0.662
yeste 0.660
oppositional_opposition 0.660
epistemologos 0.656
miqarn 0.656
theateam 0.655
ezio 0.653
lucia&ainhoa 0.652
TargaMarhuenda 0.651
TokoAI 0.651
paranoia-pulver. 0.649

Team ES MCC

NACKO 0.646
ALC-UPV-JD-2 0.646
DSVS 0.646
RD-IA-FUN 0.644
locasporlnr 0.643
DiTana 0.637
lnr-BraulioPaula 0.635
Dap_upv 0.630
TheGymNerds 0.630
MUCS 0.629
LasGarcias 0.624
lnr-dahe 0.619
lnr-adri 0.619
hinlole 0.619
RalloRico 0.610
lnr-aina-julia 0.61
lnr-verdnav 0.61
thetaylorswift 0.60
lnr-alhu 0.60
lnr-luqrud 0.60
lnr-lladrogal 0.59
ede 0.59
Fred&Ned 0.59
LaDolceVita 0.59
LNR-JoanPau 0.59
anselmo-team 0.58

Team ES MCC

Ramon&Cajal 0.58
lnr-fanny-nur. 0.58
lnr-antonio 0.57
LluisJorge 0.56
lnr-cla 0.56
lnr-jacobant. 0.56
lnr-pavid 0.55
alopfer 0.55
LNRMADME 0.54
lnr-carla 0.54
LorenaEloy 0.54
CHEEXIST 0.53
lnr-guilty 0.52
eledu 0.50
lnr-mariagb. 0.49
dannuchihaxxx 0.47
lnr-detectives 0.40
LNR_08 0.06
jtommor 0.01
lnr-Inetum 0.00
Marc_Coral 0.00
MarcosJavi -0.03
lnr_cebusqui -0.41
david-canet -0.50
lnrANRI -0.61
ROCurve -0.64

IDs, and e-mail addresses. The average text length is 128 tokens for Spanish
texts and 265 tokens for English texts that tend to elaborate more on conspir-
acy theories.

Each message was annotated by three linguists and the inter-annotator agree-
ment (IAA) was calculated. Disagreements were discussed with the social psy-
chologist who created the annotation scheme. For English messages, the IAA in
terms of Krippendorf’s α is 0.79 for “conspiracy” messages and 0.60 for “criti-
cal” messages, while the average observed percentage of agreement between the
three annotators is 91.4%, and 80.3%, respectively. For Spanish messages, Krip-
pendorf’s α is 0.80 for “conspiracy” messages and 0.70 for “critical” messages,
corresponding to the percentage agreements of 90.9% and 84.9%.
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Table 6. Overall results for subtask 2 on the Text-span recognition of elements of
oppositional narratives, in English (EN) and Spanish (ES), in terms of macro-averaged
span-F1

Team EN span-F1

tulbure 0.6279
Zleon 0.6089
hinlole 0.5886
oppositional_opposition 0.5866
AI_Fusion 0.5805
virmel 0.5742
miqarn 0.5739
TargaMarhuenda 0.5701
ezio 0.5694
zhengqiaozeng 0.5666
Elias&Sergio 0.5627
DSVS 0.5598
CHEEXIST 0.5524
rfenthusiasts 0.5479
ALC-UPV-JD-2 0.5377
Baseline BETO 0.5323
Dap_upv 0.5272
aish_team 0.5213
SINAI 0.4582
Trainers 0.3382
nlpln 0.3339
ROCurve 0.2996
TokoAI 0.2760
DiTana 0.2756
TheGymNerds 0.2070
epistemologos 0.1709
theateam 0.1503
LaDolceVita 0.0726
kaprov 0.0150

Team ES span-F1

tulbure 0.6129
Zleon 0.5875
AI_Fusion 0.5777
CHEEXIST 0.5621
virmel 0.5616
miqarn 0.5603
DSVS 0.5529
TargaMarhuenda 0.5364
Elias&Sergio 0.5151
hinlole 0.4994
Baseline BETO 0.4934
Dap_upv 0.4914
zhengqiaozeng 0.4903
ALC-UPV-JD-2 0.4885
ezio 0.4869
nlpln 0.4672
rfenthusiasts 0.4666
SIANI 0.4151
TheGymNerds 0.3984
DiTana 0.3004
ROCurve 0.2649
TokoAI 0.1878
epistemologos 0.1657
LaDolceVita 0.1056
theateam 0.0994
oppositional_opposition 0.0037

For the second task, a new fine-grained annotation scheme was developed
with the goal of identifying, at the text span level, how oppositional and con-
spiracy narratives use intergroup conflict. The annotation was performed for the
described 5,000 binary-labeled messages per language.
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In the process of span-level annotation, each of the 5,000 Spanish and English
messages were annotated by two linguists. Currently, the annotation instructions
are being discussed and improved and, to this end, we are using the Gamma (γ)
measure of the IAA test [83], yielding a first average γ of 0.43. The following
batch had an average gamma of 0.53, and the last one had a γ of 0.61. We deemed
this a good agreement because it is close to or above the average agreement of
other highly conceptual span-level schemes [24,132]. A detailed description of
the dataset can be found in [60].

The official evaluation metric for subtask 1 (critical vs. conspiracy classifica-
tion) is Matthew’s correlation coefficient (MCC) [21], while the official metric for
subtask 2 (span-level detection of narrative elements) is macro-averaged span-F1
[23].

Results

A total of 83 teams submitted their runs for subtasks 1 and 2, resulting in 18 note-
book submissions [4,6,9,25,30,36,44,47,51,71,81,111,112,128,131,147,150]. In
the tables above we illustrate the ranking per language. Concretely, Table 4 and
Table 5 show the overall results obtained for subtask 1 on Conspiracy theories vs
critical thinking narratives, in terms of Matthew’s correlation coefficient; while
Table 6 shows the results of subtask 2 on Text-span recognition of elements of
oppositional narratives, in terms of macro-averaged span-F1.

We will analyze in detail the results and describe the models of the partici-
pants in the task overview paper [61].

5 Voight-Kampff Generative AI Authorship Verification

Authorship verification is a fundamental task in author identification. All cases of
questioned authorship can be decomposed into a series of verification instances,
be it in a closed-set or open-set scenario [59]. Since PAN has been continuously
organizing Authorship verification tasks [12,13,118,119], we are well-equipped to
tackle a timely and highly important issue: identification of machine authorship
in contrast to human authorship.

Authorship identification of generative AI “in the wild” where a single doc-
ument is disputed without reference is an open-set problem and the hardest
formulation of the task. Although the literature suggests limited success in solv-
ing this problem given the current generation of LLMs, it is questionable whether
this will remain so with improving technology. Setting aside mixed human and
machine authorship, we have broken down all possible formulations of the prob-
lem with increasing levels of difficulty to get a more fundamental understanding
of the task at hand and the feasibility of potential solutions. Figure 2 visual-
izes the cascade of all problem variants from easiest (Task 1) to most difficult
(Task 7). In the easiest case, two documents with unknown authorship are given,
yet we guarantee that exactly one is generated by a human A , and the other by
a machine M , respectively. This constraint is relaxed in the following variants
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Fig. 2. Hierarchy of authorship verification problems from “easiest” (1) to “hardest”
(7), involving LLM-generated text. Ignoring mixed human and machine authorship,
the difficulty arises from the pairing constraints imposed by the possible assignment
patterns. M denotes LLM-generated text, while A and B denote human-authored
text (same letter meaning same human author).

where, for example, both texts may also stem from a machine, { M , M }. In the
hardest case, a single text is given, which could be either A or M .

For the 2024 task on “Generative AI Authorship Verification,” we follow the
“easiest” formulation of the task in order to establish a feasibility baseline. The
task description reads: “Given two texts, one authored by a human, one by a
machine: pick out the human.”

The task is organized in collaboration with the ELOQUENT Lab [54] in
a builder-breaker style, in which PAN participants build systems to identify
machine authorship, while ELOQUENT participants supply datasets trying to
break the systems.

Data Set

In addition to the ELOQUENT-provided data, we collected 1,359 articles of
major 2021 U.S. news headlines from Google News. We chose this time period
specifically as it predates the release of GPT-3.5 so that we could be reasonably
certain the articles were actually human-authored. We used GPT-4-Turbo to
generate a bullet-point summary of each article and the summaries were then
given to a selection of 13 downstream large language models to write new articles
from them.

Of the original 1,359 human-authored articles, participants were given 1,087
together with their machine counterparts from 13 LLMs to calibrate their sys-
tems. The remaining 272 articles and generations from 15 LLMs were kept back
for testing, resulting in 3,984 test cases, which together form the “main” portion
of the test set.

To further test the robustness of the submitted systems, we generated mul-
tiple variants of the original pairs. In particular, we: (1) amended the prompt to
generate German instead of English texts (this was already part of the “main”
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Table 7. Overview of the 65 dataset variants provided as baseline datasets. All variants
contain the same 271 human texts and (roughly) one machine generated text per LLM
used. Discarding erroenous generations, this results in 3,441 pairings each for main and
cross-domain variants, 600 for both unicode variants and short texts, 543 for german
texts, 542 for the Kaggle prompt, 272 for both contrastive decoding (* using Llama2-
13B).
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Main x x x x x x x x x x x x x
Unicode sub. (machine) x x x x x x x
Unicode sub. (both) x x x x x x x
Cross-domain x x x x x x x x x x x x x.
Short text x x x x x x x x x x x x x
German text (machine) x x
Contr. decoding (α = 0.1) x*
Contr. decoding (α = 0.6) x*
Kaggle prompt x x

test set, but not communicated to the participants); (2) replaced 15% of the char-
acters in (a) the machine texts and (b) both the human and machine texts with
Unicode lookalike characters; (3) shuffled the test case pairs to break the topic
coherence; (4) used contrastive decoding [121] instead of top-k / top-p sampling;
(5) cropped texts to 35 words; and (6) used the prompt from a previous Kaggle
competition on LLM detection [57] to generate more faithful paraphrases of the
original articles, instead of using the stripped-down bullet point summaries.

In total, we created 65 test set variations from 13 (15) different LLMs, which
are summarized in Table 7, with ELOQUENT providing another five. A more
detailed description is available in the joint task overview paper [15].

Evaluation

At test time, participants were given pairs of human and LLM texts and had
to calculate a score between 0 and 1, indicating which text was more likely to
be human-authored. Scores less than 0.5 mean the left text is human and scores
greater than 0.5 mean the right text is human. A score of exactly 0.5 could be
given to signal a non-decision. We borrowed this evaluation scheme from previous
installments of the PAN Authorship Verification Task.

We rank systems by their macro-average effectiveness across all n = 70
dataset variants (including ELOQUENT submissions) discounted by half a stan-
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dard deviation (estimated from the scores with n−1 DoF), which penalizes unsta-
ble systems that are not robust against text obfuscations or other text variations.
We use the macro average over datasets since all datasets have different numbers
of examples, yet we consider them equally important as performance indicators.

Also in line with previous task installments, we compute the effectiveness for
each dataset variant as the average of the established evaluation measures in
authorship verification (all with comparable 0–1 scales). In particular:

– Roc-Auc: The area under the Receiver Operating Characteristic curve.
– Brier: The complement of the Brier score (mean squared loss)
– C@1: A modified accuracy score that assigns non-answers (score = 0.5) the

average accuracy of the remaining cases.
– F1: The harmonic mean of precision and recall.
– F0.5u: A modified F0.5 measure (precision-weighted F measure) that treats

non-answers (score = 0.5) as false negatives.

Submitted Systems

In total, our task attracted 34 teams to submit systems in addition to the baseline
systems we provided. Table 8 shows the best-performing system of each team that
submitted notebook papers and a brief description of their approach.

Baselines
We provided implementations of six baseline systems to compare submitted sys-
tems against four state-of-the-art zero-shot LLM detection baselines and two
adapted authorship verification baselines.

The zero-shot LLM detection baselines are: (1) Binoculars [42], (2)
DetectLLM (both NPR and LRR scoring mode), (3) DetectGPT [85], and (4)
Fast-DetectGPT [10]. All three were provided in two variants using either Falcon-
7B [5] or Mistral-7B [52] to estimate text perplexities. The required text pertur-
bations for DetectGPT and DetectLLM-NPR were generated with T5-3B [104].

The two authorship verification baselines were adapted to the LLM detection
task by splitting each text in half and comparing the two halves against each
other under the assumption that LLM texts are stylistically more self-similar
than human texts. The baselines provided are a compression model (PPMd
CBC) [41,114] and short-text authorship unmasking [14,58].

As an additional seventh baseline, we measured and compared the text
lengths in characters. This baseline serves as both a quasi-random baseline and
as a data sanity check.

Participant Systems. While our baseline systems reproduce established meth-
ods in either authorship verification or intrinsic, zero-shot LLM detection, the
participant systems cover a broad range of approaches. The most popular app-
roach is to use a BERT-based classifier with some modification (like PU loss
or R-Drop), bagging, and/or expansion of the given training data with other
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Table 8. The score is the mean of all evaluation measures across all other metrics on
the main dataset corrected by half a standard deviation to correct for spread.

Team Score System

Tavan [125] 0.924 Ensemble: LoRA-trained LLM + Binoculars
J. Huang [46] 0.921 BERT with multiscale PU loss [126]
Lorenz [76] 0.886 SVM with TF-IDF features
M. Guo [39] 0.884 LSTM embeddings + GPT-2 PPL
Z. Lin [69] 0.851 Finetuned BERT + R-Drop
Abburi [1] 0.843 Ensemble: RoBERTa + E5 + GPT-2 Perplexity
Miralles [84] 0.806 Entropy and text features + XGBoost
Yadagiri [138] 0.806 Finetuned BERT + linguistic features
Lv [79] 0.804 Finetuned DeBERTa with Reptile meta learning
Gritsai [37] 0.796 Ensemble: LoRA-trained LLMs
Cao [18] 0.778 Finetuned BERT

L. Guo [38] 0.763 BERT and text features + Bi-LSTM
Binoculars 1 0.741 Baseline Binoculars (Falcon-7B) [42]

B. Huang [45] 0.735* Finetuned BERT + R-Drop [67]
Valdez-Valenzuela [129] 0.727* Graph Neural Network + BERT
Ye [140] 0.722 T5 with LM head trained to predict class
Chen [19] 0.694 Ensemble: 2x BERT + GPT-2 (PPL)
W. Huang [49] 0.683 Perplexity of GPT-2 trained on LLMs + SVM
Qin [103] 0.680* Ensemble: BERTs + R-Drop
Binoculars 2 0.671 Baseline Binoculars (Mistral-7B) [42]

DetectLLM 1 0.654 Baseline DetectLLM LRR (Mistral-7B) [120]

Petropoulos [98] 0.641 RoBERTa embeddings + Bi-LSTM
Fast-DetectGPT 1 0.638 Baseline Fast-DetectGPT (Mistral-7B) [10]

Wu [136] 0.608 BERT embeddings + extra Transformer block
Text Length 0.604 Baseline Text length

Z. Lin [70] 0.565 T5 with LM head trained to predict class
Zhu [148] 0.555 Finetuned DeBERTa
PPMd CBC 0.544 Baseline PPMd Compression-based Cosine [41,114]

Sun [122] 0.531 BERT embeddings + CNN
DetectLLM 2 0.512 Baseline DetectLLM NPR (Mistral-7B) [120]

Lei [65] 0.504 LoRA-trained ChatGLM
Fast-DetectGPT 2 0.500 Baseline Fast-DetectGPT (Falcon-7B) [10]

Liu [74] 0.497 Preplexity of pre-trained GPT-2
DetectGPT 1 0.488 Baseline DetectGPT (Mistral-7B) [85]

K. Huang [48] 0.480 Siamese DeBERTa
DetectLLM 3 0.468 Baseline DetectLLM NPR (Falcon-7B) [120]

Unmasking 0.467 Baseline Authorship Unmasking [14,58]

Sheykhlan [116] 0.460 Ensemble: BERT, RoBERTa, and Electra
DetectLLM 4 0.460 Baseline DetectLLM LRR (Falcon-7B) [120]

DetectGPT 2 0.439 Baseline DetectGPT (Falcon-7B) [85]

Ostrower [94] [No software submitted]

* Scores estimated due to run failures on some dataset variants.
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LLM detection datasets. Some systems use engineered features like perplexity,
properties of token distributions, or stylometrics (exclusively or in addition to
BERT-embeddings) as classifier (Linear, XGBoost, LSTM) inputs. Most of these
classification methods apply a posterior comparison of scores similar to how we
use Binoculars, although some participants also train models to directly discrim-
inate between the pairings. In some cases, participants also developed zero-shot
methods and adapted LLMs directly for the detection task, often using LoRa.

Results

Table 8 shows the ranking scores of the best system submitted by each partic-
ipating team and the baselines. In total, 10 teams surpassed all baselines. The
overall best submission (by Tavan and Najafi; mean score of 0.924) finetunes
Mistral and Llama2 models, combining them into an ensemble with the Binoc-
ulars baseline [42]. This approach beats the original baseline by 0.183 points,
though there appears to be no general best strategy for AI detection. The top 5
systems are a mixture of zero-shot perplexity estimators and supervised blackbox
classifiers based on BERT or even linear classifiers.

On the individual datasets, we see that almost all submissions perform quite
well on non-obfuscated text (Roc-Auc > 0.9). We must therefore conclude that
even the most advanced LLMs still exhibit obvious stylistic idiosyncrasies which
make their texts easy to distinguish from human ones. However, none of the
systems is entirely robust against (unexpected) obfuscations and particularly
short text samples are a big challenge for all systems. Some systems did not
produce any output on the short texts due to a programming problem. For
the final evaluation, the missing values were filled with the corresponding mean
values from all other systems. Affected systems are marked with * in Table 8.

A more detailed description and analysis of the submissions and the results
can be found in the joint PAN and ELOQUENT task overview paper [15].
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63. Ksiȩżniak, E., Wȩcel, K., Sawiński, M.: Team OpenFact at PAN 2024: Fine-tuning
BERT models with stylometric enhancements. Working Notes of CLEF 2024,
CEUR-WS.org (2024)

https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
https://doi.org/10.1007/978-3-031-56069-9_63
https://kaggle.com/competitions/llm-detect-ai-generated-text
https://kaggle.com/competitions/llm-detect-ai-generated-text
https://doi.org/10.1145/1015330.1015448
https://doi.org/10.1145/1015330.1015448
https://2022.multimediaeval.com/paper8969.pdf


254 A. A. Ayele et al.

64. Kumar, S., Balachandran, V., Njoo, L., Anastasopoulos, A., Tsvetkov, Y.: Lan-
guage generation models can cause harm: So what can we do about it? an action-
able survey. CoRR abs/2210.07700 (2022)

65. Lei, H., Liu, X., Niu, G., Zhou, Y., Zhou, Y.: Generative AI authorship verification
based on ChatGLM. Working Notes of CLEF 2024, CEUR-WS.org (2024)

66. Liang, X., Lei, H.: Team lxflcl66666 at PAN: fine-tuned reasoning for writing style
analysis. Working Notes of CLEF 2024, CEUR-WS.org (2024)

67. Liang, X., et al.: R-drop: regularized dropout for neural networks. In: 34th Annual
Conference on Neural Information Processing Systems 2021, NeurIPS (2021)

68. Lin, T., Wu, Y., Lee, L.: Team NYCU-NLP at PAN 2024: integrating transformers
with similarity adjustments for multi-author writing style analysis. Working Notes
of CLEF 2024, CEUR-WS.org (2024)

69. Lin, Z., et al.: A verifying generative text authorship model with regularized
dropout. Working Notes of CLEF 2024, CEUR-WS.org (2024)

70. Lin, Z., Li, Y., Huang, J.: Voight-Kampff generative AI authorship verification
based on T5. Working Notes of CLEF 2024, CEUR-WS.org (2024)

71. Liu, B., Han, Z., Cao, H.: An approach to classifying conspiratorial and critical
public health narratives. Working Notes of CLEF 2024, CEUR-WS.org (2024)

72. Liu, C., Han, Z., Chen, H., Hu, Q.: Team liuc0757 at PAN: a writing style embed-
ding method based on contrastive learning for multi-author writing style analysis.
Working Notes of CLEF 2024, CEUR-WS.org (2024)

73. Liu, X., Chen, H., Lv, J.: Team foshan-university-of-guangdong at PAN: adaptive
entropy-based stability-plasticity for multi-author writing style analysis. Working
Notes of CLEF 2024, CEUR-WS.org (2024)

74. Liu, X., Kong, L.: AI text detection method based on perplexity features with
strided sliding window. Working Notes of CLEF 2024, CEUR-WS.org (2024)

75. Logacheva, V., et al.: ParaDetox: detoxification with parallel data. In:
Muresan, S., Nakov, P., Villavicencio, A. (eds.) Proceedings of the 60th
Annual Meeting of the Association for Computational Linguistics (Volume
1: Long Papers), pp. 6804–6818, Association for Computational Linguistics,
Dublin, Ireland (2022). https://doi.org/10.18653/v1/2022.acl-long.469. https://
aclanthology.org/2022.acl-long.469

76. Lorenz, L., Aygüler, F.Z., Schlatt, F., Mirzakhmedova, N.: BaselineAvengers at
PAN 2024: often-forgotten baselines for LLM-generated text detection. Working
Notes of CLEF 2024, CEUR-WS.org (2024)

77. Lu, J., Xu, B., Zhang, X., Min, C., Yang, L., Lin, H.: Facilitating fine-grained
detection of Chinese toxic language: hierarchical taxonomy, resources, and bench-
marks. In: Rogers, A., Boyd-Graber, J., Okazaki, N. (eds.) Proceedings of the
61st Annual Meeting of the Association for Computational Linguistics, pp. 16235–
16250 (2023). https://aclanthology.org/2023.acl-long.898

78. Luo, Z., Luo, M., Wang, A.: Multilingual text detoxification using google cloud
translation and post-processing. Working Notes of CLEF 2024, CEUR-WS.org
(2024)

79. Lv, J., Han, Y., Kong, L.: Meta-contrastive learning for generative AI authorship
verification. Working Notes of CLEF 2024, CEUR-WS.org (2024)

80. Lv, J., Yi, Y., Qi, H.: Team Fosu-stu at PAN: supervised fine-tuning of large
language models for multi author writing style analysis. Working Notes of CLEF
2024, CEUR-WS.org (2024)

81. Mahesh, S., Divakaran, S., Girish, K., Lakshmaiah, S.: Binary battle: leverag-
ing ML and TL models to distinguish between conspiracy theories and critical
thinking. Working Notes of CLEF 2024, CEUR-WS.org (2024)

https://doi.org/10.18653/v1/2022.acl-long.469
https://aclanthology.org/2022.acl-long.469
https://aclanthology.org/2022.acl-long.469
https://aclanthology.org/2023.acl-long.898


Overview of PAN 2024: Condensed Lab Overview 255

82. Mandl, T., et al.: Overview of the hasoc track at fire 2019: hate speech and
offensive content identification in Indo-European languages. In: Proceedings of
the 11th Annual Meeting of the Forum for Information Retrieval Evaluation, pp.
14–17, FIRE 2019, ACM (2019). https://doi.org/10.1145/3368567.3368584. ISBN
9781450377508

83. Mathet, Y., Widlöcher, A., Métivier, J.P.: The unified and holistic method gamma
for inter-annotator agreement measure and alignment. Comput. Linguist. 41(3),
437–479 (2015). https://doi.org/10.1162/COLI_a_00227. ISSN 0891-2017

84. Miralles, P., Martín, A., Camacho, D.: Ensembling normalized log probabilities.
Working Notes of CLEF 2024, CEUR-WS.org (2024)

85. Mitchell, E., Lee, Y., Khazatsky, A., Manning, C.D., Finn, C.: DetectGPT: zero-
shot machine-generated text detection using probability curvature. In: Interna-
tional Conference on Machine Learning, vol. 202, pp. 24950–24962 (2023). https://
doi.org/10.48550/arXiv.2301.11305

86. MTS.AI: Cotype: Generative AI solutions (2022). https://mts.ai. Accessed 31
May 2024

87. Mubarak, H., Darwish, K., Magdy, W., Elsayed, T., Al-Khalifa, H.: Overview of
osact4 Arabic offensive language detection shared task. In: Proceedings of the 4th
Workshop on Open-source Arabic Corpora and Processing Tools, with a Shared
Task on Offensive Language Detection, pp. 48–52 (2020)

88. Muennighoff, N., et al.: Crosslingual generalization through multitask finetuning.
In: Proceedings of the 61st ACL, ACL (2023). https://doi.org/10.18653/V1/2023.
ACL-LONG.891

89. Mulki, H., Ghanem, B.: Let-mi: An Arabic levantine twitter dataset for misog-
ynistic language. In: Habash, N., (eds.) et al Proceedings of the Sixth Arabic
Natural Language Processing Workshop, pp. 154–163, Association for Computa-
tional Linguistics, Kyiv, Ukraine (Virtual) (2021). https://aclanthology.org/2021.
wanlp-1.16

90. Mulki, H., Haddad, H., Ali, C.B., Alshabani, H.: L-hsab: a levantine twitter
dataset for hate speech and abusive language. In: Proceedings of the Third Work-
shop on Abusive Language Online, pp. 111–118 (2019)

91. Najafi, M., Tavan, E., Colreavy, S.: Marsan at PAN 2024 TextDetox: ToxiCleanse
RL and paving the way for toxicity-free online discourse. Working Notes of CLEF
2024, CEUR-WS.org (2024)

92. OpenAI: Chatgpt: Optimizing language models for dialogue (2022). https://
openai.com/blog/chatgpt Accessed 31 May 2024

93. Osipenko, M., Korchagin, M., Toleugazinov, A., Egorov, S., Udobang, J.: Fancy
transformers at PAN 2024 TextDetox: surpassing the baselines. Working Notes of
CLEF 2024, CEUR-WS.org (2024)

94. Ostrower, B., Wessell, J., Bindal, A.: AI authorship verification: an ensembled
approach. Working Notes of CLEF 2024, CEUR-WS.org (2024)

95. Peng, J., et al.: A multilingual text detoxification method based on few-shot
learning and CO-STAR framework. Working Notes of CLEF 2024, CEUR-WS.org
(2024)

96. Pereira-Kohatsu, J.C., Sánchez, L.Q., Liberatore, F., Camacho-Collados, M.:
Detecting and monitoring hate speech in twitter. Sensors 19(21), 4654 (2019).
https://doi.org/10.3390/S19214654

97. Pérez, J.M., Furman, D.A., Alonso Alemany, L., Luque, F.M.: RoBERTuito: a
pre-trained language model for social media text in Spanish. In: Proceedings of
the 13th LREC, ELRA (2022). https://aclanthology.org/2022.lrec-1.785

https://doi.org/10.1145/3368567.3368584
https://doi.org/10.1162/COLI_a_00227
https://doi.org/10.48550/arXiv.2301.11305
https://doi.org/10.48550/arXiv.2301.11305
https://mts.ai
https://doi.org/10.18653/V1/2023.ACL-LONG.891
https://doi.org/10.18653/V1/2023.ACL-LONG.891
https://aclanthology.org/2021.wanlp-1.16
https://aclanthology.org/2021.wanlp-1.16
https://openai.com/blog/chatgpt
https://openai.com/blog/chatgpt
https://doi.org/10.3390/S19214654
https://aclanthology.org/2022.lrec-1.785


256 A. A. Ayele et al.

98. Petropoulos, P., Petropoulos, V.: RoBERTa and Bi-LSTM for human vs AI gen-
erated text detection. Working Notes of CLEF 2024, CEUR-WS.org (2024)

99. Pletenev, S.: Memu_pro_kotow at PAN 2024 TextDetox: uncensored Llama3
helps to censor better. Working Notes of CLEF 2024, CEUR-WS.org (2024)

100. Pogorelov, K., Schroeder, D.T., Brenner, S., Langguth, J.: FakeNews: corona virus
and conspiracies multimedia analysis task at MediaEval 2021. In: Working Notes
Proceedings of the MediaEval 2021 Workshop Bergen, Norway and Online (2021)

101. Pogorelov, K., Schroeder, D.T., Brenner, S., Maulana, A., Langguth, J.: Combin-
ing tweets and connections graph for fakenews detection at mediaeval 2022. In:
Proceedings of the MediaEval 2022 Workshop, Bergen, Norway and Online, 12-13
January 2023. (2023)

102. Protasov, V.: PAN 2024 Multilingual TextDetox: exploring cross-lingual transfer
in case of large language models. Working Notes of CLEF 2024, CEUR-WS.org
(2024)

103. Qin, R., Qi, H., Yi, Y.: A model fusion approach for generative AI authorship
verification. Working Notes of CLEF 2024, CEUR-WS.org (2024)

104. Raffel, C., et al.: Exploring the limits of transfer learning with a unified text-to-
text transformer. arXiv [cs.LG] (2019)

105. Řehulka, E., Šuppa, M.: RAG meets detox: enhancing text detoxification using
open-source large language models with retrieval augmented generation. Working
Notes of CLEF 2024, CEUR-WS.org (2024)

106. Risch, J., Stoll, A., Wilms, L., Wiegand, M.: Overview of the GermEval 2021
shared task on the identification of toxic, engaging, and fact-claiming comments.
In: Proceedings of the GermEval 2021 Shared Task on the Identification of Toxic,
Engaging, and Fact-Claiming Comments, pp. 1–12, Duesseldorf, Germany (2021)

107. Ross, B., Rist, M., Carbonell, G., Cabrera, B., Kurowsky, N., Wojatzki, M.: Mea-
suring the reliability of hate speech annotations: the case of the european refugee
crisis. In: Proceedings of NLP4CMC III: 3rd Workshop on Natural Language Pro-
cessing for Computer-Mediated Communication, Bochumer Linguistische Arbeits-
berichte, vol. 17, pp. 6–.9, Bochum, Germany (2016)

108. Rosso, P., Rangel, F., Potthast, M., Stamatatos, E., Tschuggnall, M., Stein, B.:
Overview of PAN’16. In: Fuhr, N., et al. (eds.) CLEF 2016. LNCS, vol. 9822, pp.
332–350. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-44564-9_28

109. Ruffo, G., Semeraro, A., Giachanou, A., Rosso, P.: Studying fake news spreading,
polarisation dynamics, and manipulation by bots: a tale of networks and language.
Comput. Sci. Rev. 47, 100531 (2023). https://doi.org/10.1016/j.cosrev.2022.
100531. https://www.sciencedirect.com/science/article/pii/S157401372200065X.
ISSN 1574-0137

110. Rykov, E., Zaytsev, K., Anisimov, I., Voronin, A.: SmurfCat at PAN TexDetox
2024: alignment of multilingual transformers for text detoxification. Working
Notes of CLEF 2024, CEUR-WS.org (2024)

111. Sahitaj, A., Sahitaj, P., Mohtaj, S., Möller, S., Schmitt, V.: Towards a computa-
tional framework for distinguishing critical and conspiratorial texts by elaborat-
ing on the context and argumentation with LLMs. Working Notes of CLEF 2024,
CEUR-WS.org (2024)

112. Sánchez-Hermosilla, I., Panizo Lledot, A., Camacho, D.: A study on NLP model
ensembles and data augmentation techniques for separating critical thinking from
conspiracy theories in English texts. Working Notes of CLEF 2024, CEUR-WS.org
(2024)

https://doi.org/10.1007/978-3-319-44564-9_28
https://doi.org/10.1016/j.cosrev.2022.100531
https://doi.org/10.1016/j.cosrev.2022.100531
https://www.sciencedirect.com/science/article/pii/S157401372200065X


Overview of PAN 2024: Condensed Lab Overview 257

113. Sanjesh, R., Mangai, A.: Team riyasanjesh at PAN: multi-feature with CNN and
Bi-LSTM neural network approach to style change detection. Working Notes of
CLEF 2024, CEUR-WS.org (2024)

114. Sculley, D., Brodley, C.E.: Compression and machine learning: A new perspective
on feature space vectors. In: Data Compression Conference (DCC 2006), pp. 332–
341, IEEE (2006). https://doi.org/10.1109/dcc.2006.13. ISBN 9780769525457,
ISSN 1068-0314,2375-0359

115. Semiletov, A.: Toxic Russian comments: labelled comments from the popular Rus-
sian social network (2020). https://www.kaggle.com/alexandersemiletov/toxic-
russian-comments. Accessed 14 Dec 2023

116. Sheykhlan, M., Abdoljabbar, S., Mahmoudabad, M.: Team karami-kheiri at PAN:
enhancing machine-generated text detection with ensemble learning based on
transformer models. Working Notes of CLEF 2024, CEUR-WS.org (2024)

117. Sheykhlan, M., Abdoljabbar, S., Mahmoudabad, M.: Team karami-sh at PAN:
transformer-based ensemble learning for multi-author writing style analysis.
Working Notes of CLEF 2024, CEUR-WS.org (2024)

118. Stamatatos, E., et al.: Overview of the authorship verification task at PAN 2022.
In: CLEF 2022 Labs and Workshops, CEUR-WS.org (2022)

119. Stamatatos, E., Potthast, M., Rangel, F., Rosso, P., Stein, B.: Overview of the
PAN/CLEF 2015 evaluation lab. In: Mothe, J., et al. (eds.) CLEF 2015. LNCS,
vol. 9283, pp. 518–538. Springer, Cham (2015). https://doi.org/10.1007/978-3-
319-24027-5_49

120. Su, J., Zhuo, T.Y., Wang, D., Nakov, P.: DetectLLM: leveraging log rank infor-
mation for zero-shot detection of machine-generated text. arXiv [cs.CL] (2023)

121. Su, Y., Lan, T., Wang, Y., Yogatama, D., Kong, L., Collier, N.: A contrastive
framework for neural text generation. arXiv [cs.CL] (2022)

122. Sun, G., Yang, W., Ma, L.: BCAV: a generative ai author verification model based
on the integration of Bert and CNN. Working Notes of CLEF 2024, CEUR-WS.org
(2024)

123. Sushko, N.: PAN 2024 multilingual TextDetox: exploring different regimes for syn-
thetic data training for multilingual text detoxification. Working Notes of CLEF
2024, CEUR-WS.org (2024)

124. Taulé, M., Nofre, M., Bargiela, V., Bonet, X.: Newscom-tox: a corpus of comments
on news articles annotated for toxicity in spanish. LREC (2024)

125. Tavan, E., Najafi, M.: Marsan at PAN: BinocularLLM and fusing binoculars’
insight with the proficiency of large language models for cutting-edge machine-
generated text detection. Working Notes of CLEF 2024, CEUR-WS.org (2024)

126. Tian, Y., et al.: Multiscale positive-unlabeled detection of AI-generated texts.
CoRR abs/2305.18149 (2023). https://doi.org/10.48550/ARXIV.2305.18149

127. Tschuggnall, M., et al.: Overview of the author identification task at PAN 2017:
style breach detection and author clustering. In: CLEF 2017 Labs and Workshops
(2017)

128. Tulbure, A., Coll Ardanuy, M.: Conspiracy vs critical thinking using an ensemble
of transformers with data augmentation techniques. Working Notes of CLEF 2024,
CEUR-WS.org (2024)

129. Valdez-Valenzuela, A., Gómez-Adorno, H.: Team iimasnlp at PAN: leveraging
graph neural networks and large language models for generative AI authorship
verification. Working Notes of CLEF 2024, CEUR-WS.org (2024)

130. Vallecillo-Rodríguez, M., Martín-Valdivia, A.M.: SINAI at PAN 2024 TextDetox:
application of tree of thought strategy in large language models for multilingual
text detoxification. Working Notes of CLEF 2024, CEUR-WS.org (2024)

https://doi.org/10.1109/dcc.2006.13
https://www.kaggle.com/alexandersemiletov/toxic-russian-comments
https://www.kaggle.com/alexandersemiletov/toxic-russian-comments
https://doi.org/10.1007/978-3-319-24027-5_49
https://doi.org/10.1007/978-3-319-24027-5_49
https://doi.org/10.48550/ARXIV.2305.18149


258 A. A. Ayele et al.

131. Vallecillo-Rodríguez, M., Martín-Valdivia, M., Montejo-Ráez, A.: SINAI at PAN
2024 oppositional thinking analysis: exploring the fine-tuning performance of
LLMs. Working Notes of CLEF 2024, CEUR-WS.org (2024)

132. Weimer, A.M., et al.: The (in-)consistency of literary concepts. operational-
ising, annotating and detecting literary comment. J. Comput. Literary Stud.
1(1) (2022). https://doi.org/10.48694/jcls.90, https://jcls.io/article/id/90/. ISSN
2940-1348

133. Wiegand, M., Siegel, M., Ruppenhofer, J.: Overview of the GermEval 2018 shared
task on the identification of offensive language (2018)

134. Wu, B., Han, Y., Yan, K., Qi, H.: Team baker at PAN: enhancing writing style
change detection with virtual softmax. Working Notes of CLEF 2024, CEUR-
WS.org (2024)

135. Wu, Q., Kong, L., Ye, Z.: Team bingezzzleep at PAN: a writing style change
analysis model based on RoBERTa encoding and contrastive learning for multi-
author writing style analysis. Working Notes of CLEF 2024, CEUR-WS.org (2024)

136. Wu, Z., Yang, W., Ma, L., Zhao, Z.: BertT: a hybrid neural network model for gen-
erative AI authorship verification. Working Notes of CLEF 2024, CEUR-WS.org
(2024)

137. Xue, L., et al.: mt5: a massively multilingual pre-trained text-to-text transformer.
In: Proceedings of the NAACL-HLT 2021, ACL. https://doi.org/10.18653/V1/
2021.NAACL-MAIN.41

138. Yadagiri, A., Kalita, D., Ranjan, A., Bostan, A., Toppo, P., Pakray, P.: Team cnlp-
nits-pp at PAN: leveraging BERT for accurate authorship verification: a novel
approach to textual attribution. Working Notes of CLEF 2024, CEUR-WS.org
(2024)

139. Ye, Z., Zhong, Y., Huang, C., Kong, L.: Team no-999 at PAN: continual transfer
learning with progress prompt for multi-author writing style analysis. Working
Notes of CLEF 2024, CEUR-WS.org (2024)

140. Ye, Z., Zhong, Y., Huang, Z., Kong, L.: Token prediction as implicit classification
for generative AI authorship verification. Working Notes of CLEF 2024, CEUR-
WS.org (2024)

141. Zangerle, E., Mayerl, M., , Potthast, M., Stein, B.: Overview of the style change
detection task at PAN 2021. In: Faggioli, G., Ferro, N., Joly, A., Maistro, M.,
Piroi, F. (eds.) CLEF 2021 Labs and Workshops, CEUR-WS.org (2021)

142. Zangerle, E., Mayerl, M., , Potthast, M., Stein, B.: Overview of the style change
detection task at PAN 2022. In: CLEF 2022 Labs and Workshops, CEUR-WS.org
(2022)

143. Zangerle, E., Mayerl, M., , Potthast, M., Stein, B.: Overview of the style change
detection task at PAN 2023. In: CLEF 2023 Labs and Workshops, CEUR-WS.org
(2023)

144. Zangerle, E., Mayerl, M., Potthast, M., Stein, B.: Overview of the multi-author
writing style analysis task at PAN 2024. Working Notes of CLEF 2024, CEUR-
WS.org (2024)

145. Zangerle, E., Mayerl, M., Specht, G., Potthast, M., Stein, B.: Overview of the
style change detection task at PAN 2020. In: CLEF 2020 Labs and Workshops
(2020)

146. Zangerle, E., Tschuggnall, M., Specht, G., Stein, B., Potthast, M.: Overview of
the style change detection task at PAN 2019. In: CLEF 2019 Labs and Workshops
(2019)

https://doi.org/10.48694/jcls.90
https://jcls.io/article/id/90/
https://doi.org/10.18653/V1/2021.NAACL-MAIN.41
https://doi.org/10.18653/V1/2021.NAACL-MAIN.41


Overview of PAN 2024: Condensed Lab Overview 259

147. Zeng, Z., et al.: A conspiracy theory text detection method based on RoBERTa
and XLM-RoBERTa models. In: Working Notes of CLEF 2024, CEUR-WS.org
(2024)

148. Zhu, Y., Kong, L.: AI Authorship verification based on deberta model. Working
Notes of CLEF 2024, CEUR-WS.org (2024)

149. Zinkovich, V., Karpukhin, S., Kurdiukov, N., Tikhomirov, P.: nlp_enjoyers at
multilingual textual detoxification (CLEF-2024. Working Notes of CLEF 2024,
CEUR-WS.org (2024)

150. Zrnić, L.: Conspiracy theory detection using transformers with multi-task and
multilingual approaches. Working Notes of CLEF 2024, CEUR-WS.org (2024)



Overview of QuantumCLEF 2024: The
Quantum Computing Challenge

for Information Retrieval
and Recommender Systems at CLEF

Andrea Pasin1(B), Maurizio Ferrari Dacrema2, Paolo Cremonesi2,
and Nicola Ferro1

1 University of Padua, Padua, Italy
andrea.pasin.1@phd.unipd.it, nicola.ferro@unipd.it

2 Politecnico di Milano, Milan, Italy
{maurizio.ferrari,paolo.cremonesi}@polimi.it

Abstract. Quantum Computing (QC) is an innovative research field
that has gathered the interest of many researchers in the last few years.
In fact, it is believed that QC could potentially revolutionize the way
we solve very complex problems by dramatically decreasing the time
required to solve them. Even though QC is still in its early stages of
development, it is already possible to tackle some problems by means
of quantum computers and to start catching a glimpse of its potential.
Therefore, the aim of the QuantumCLEF lab is to raise awareness about
QC and to develop and evaluate new QC algorithms to solve challenges
that can be encountered when implementing Information Retrieval (IR)
and Recommender Systems (RS) systems. Furthermore, this lab rep-
resents a good opportunity to engage with QC technologies which are
typically not easily accessible.

In this work, we present an overview of the first edition of Quan-
tumCLEF, a lab that focuses on the application of Quantum Annealing
(QA), a specific QC paradigm, to solve two tasks: Feature Selection for
IR and RS systems, and Clustering for IR systems. There have been a
total of 26 teams who registered for this lab and eventually 7 teams man-
aged to successfully submit their runs following the lab guidelines. Due
to the novelty of the topics, participants have been provided with many
examples and comprehensive materials that allowed them to understand
how QA works and how to program quantum annealers.

1 Introduction

Information Retrieval (IR) and Recommender Systems (RS) systems have been
studied and improved for several years. Nowadays, these systems need to face
very complex challenges such as applying computationally expensive methods to
huge amounts of data that are constantly being produced.

To solve this issue, researchers are now investigating Quantum Computing
(QC), an emerging computing paradigm that has the potential to revolutionize
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the way we currently solve problems. QC is not only about a new technology that
can be used in place of traditional hardware, but it also represents a paradigm
shift that allows to view and solve problems from a new perspective exploit-
ing quantum physics principles. Thanks to principles such as superposition and
entanglement, quantum computers can theoretically explore exponentially larger
problem spaces with respect to traditional computers considering devices with
the same number of quantum bits (qubits) and traditional bits respectively.

In recent years, quantum computers have started to become more robust,
powerful, and accessible. This has allowed researchers and practitioners to start
exploring the application of QC to practical problems. However, QC is still in
its infancy and there are several limitations yet to overcome, most of which con-
cerning the hardware. In fact, qubits are very delicate and must be completely
isolated from the environment since any interferences or noises (e.g., electromag-
netic interferences, thermal fluctuations) could impact their state, thus breaking
the computation. On the other hand, traditional systems have been developed
for decades and they represent more robust alternatives.

In this exciting and innovative context, it is natural to wonder whether it
is possible to apply QC to solve some of the complex tasks that are faced by
IR and RS systems. For this reason, we decided to start a new CLEF lab called
QuantumCLEF [20,21] which focuses on the study, development, and evaluation
of QC algorithms for IR and RS. This lab has 4 main objectives:

– develop new QC algorithms for IR and RS and evaluate them, comparing the
results (efficiency and effectiveness) with traditional approaches;

– gather all resources and data for future researchers to compare their results
with the ones achieved during the lab;

– allow participants to learn more about QC through comprehensive materials
and to use real quantum computers, which are still not easily accessible to
the public;

– raise the awareness of the potential of QC and form a new research community
around this new field.

In this paper, we present the overview of the first edition of QuantumCLEF
held in 2024. This edition has focused on the usage of Quantum Annealing (QA),
a specific QC paradigm that can be used to tackle optimization problems. We
have granted participants access to the state-of-the-art QA devices (quantum
annealers) produced by D-Wave, one of the leading companies in this sector.
The QA paradigm is easier to understand with respect to the Universal Gate-
Based paradigm. Furthermore, D-Wave provides several tools and libraries to
program quantum annealers without requiring a very deep knowledge of the
quantum physics governing these devices.

This QuantumCLEF edition was composed of two main tasks:

– Task 1: Feature Selection for IR and RS;
– Task 2: Clustering for IR.

Participants were asked to develop their own algorithms to solve the tasks
using both QA and Simulated Annealing (SA), a well-known optimization app-
roach similar to QA but without any quantum effects and therefore can be run
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on classical devices. Due to the novelty of the topics, comprehensive materials
(i.e., videos, slides, and examples) were provided to the participants to lower the
entry barrier and to allow them to understand how QA works and how to pro-
gram quantum annealers. An ad-hoc infrastructure has been created to grant
participants access to real quantum annealers while also easing the workflow
and enhancing reproducibility. In total 26 teams participated in our tasks, 7 of
which actively participated and submitted their runs. More specifically, 6 teams
managed to successfully submit their runs for Task 1 while 1 team managed to
submit for Task 2. The results show that approaches that use QA or Hybrid (H)
methods are as effective as SA and traditional approaches while being generally
more efficient.

The paper is organized as follows: Sect. 2 discusses related works; Sect. 3
presents the tasks of the QuantumCLEF 2024 lab while Sect. 4.1 introduces
the lab’s setup and the design and implementation of our ad-hoc infrastruc-
ture; Sect. 5 shows and discusses the results achieved by the participants; finally,
Sect. 6 draws some conclusions and outlooks some future work.

2 Related Works

2.1 Background on Quantum and Simulated Annealing

We provide here a brief introduction to QA and to Simulated Annealing (SA),
a traditional optimization algorithm that does not take advantage of quantum
technologies.

Quantum Annealing. QA is a QC paradigm that is based on special-purpose
devices (quantum annealers) able to tackle optimization problems with a certain
structure. The basic idea of a quantum annealer is to represent a problem as the
energy of a physical system and then leverage quantum-mechanical phenomena,
e.g., superposition and entanglement, to let the system find a state of minimal
energy, which corresponds to the solution of the original problem.

To use quantum annealers, one needs to formulate the optimization problem
as a minimization one using the Quadratic Unconstrained Binary Optimiza-
tion (QUBO) formulation [14], a well-known optimization technique. QUBO is
defined as:

min y = xTQx (1)

where x is a vector of binary decision variables, and Q is a matrix of constant
values representing the problem we wish to solve. Then, a further step called
minor embedding is required to map the general mathematical formulation into
the physical quantum annealer hardware, accounting for the limited number of
qubits and the physical connections between them. Each quantum annealer or
Quantum Processing Unit (QPU) has, in fact, its own architecture, which can
be seen as a graph: each vertex represents a qubit, and each edge represents an
interaction between two qubits. Therefore, minor embedding involves choosing
which physical qubits represent the decision variables. If the QUBO problem
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does not fit directly in the QPU, for example because a decision variable is
connected to more variables than the available physical connections between
qubits, multiple connected qubits will be used to represent one decision variable
and the connections to the other variables will be split between them. Due to
this the number of qubits required to solve a problem on a quantum annealer
may be much higher than the number of its decision variables. Minor embedding
is a complex task in itself and a NP -hard problem, which can be solved relying
on some heuristic methods [8]. If the problem does not fit on the QPU, D-Wave
provides Hybrid (H) approaches that are able to automatically handle large
problems using intelligent techniques to split them and solve them using both
traditional methods and QA methods. By splitting problems into sub-problems
it will be possible to make them fit inside the QPU of quantum annealers.

Occasionally, it might be necessary to add constraints to the problems. This
can be done by means of penalties P(x) [28], which penalize solutions that do
not meet the specified constraints. These penalties are then added to the original
cost function y to achieve the final formulation as follows:

min C(x) = y + P(x) . (2)

Penalties can be controlled through hyperparameters to manage their influence
with respect to the given formulation.

To sum up, using a quantum annealer requires several stages [28]:

1. Formulation: find a way to express the desired algorithm as an optimization
problem by leveraging the QUBO framework and compute the actual QUBO
matrix Q;

2. Embedding: generate the minor embedding of the QUBO for the quantum
annealer hardware;

3. Data Transfer: transfer the problem and the embedding on the global net-
work to the data center that hosts the quantum annealer;

4. Annealing: run the quantum annealer itself. This phase is composed by
several stages such as programming the QPU, sampling a solution, and then
reading the solution. This is an inherently stochastic process. Therefore, it is
usually run a large number of times (hundreds) in which several samples are
returned, each one resembling a possible solution to the considered problem.
The solutions must then be checked for their feasibility, and then the best
one among them (i.e., the optimal one according to the objective function) is
usually considered the final solution to the submitted problem.

Generally, once a QUBO problem has been embedded and sent to the quantum
annealer, it can be solved in a few milliseconds.

Simulated Annealing. SA is a consolidated meta-heuristic that can be run
on traditional hardware [6,26]. It is a probabilistic algorithm that can be used
to find the global minimum of a given cost function, even in the presence of
many local minima. It is based on an iterative process that starts from an initial
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solution and tries to improve it by randomly perturbing it. The cost function is
represented by the QUBO problem formulation, similar to what would be used
for QA. In SA, there is no minor embedding phase since the problem is directly
solved on a traditional machine.

We underline that SA is an optimization algorithm different from QA, it is not
a simulation of QA on a traditional machine, and, therefore these two algorithms
are not equivalent. However, SA can be used for benchmarking purposes to show
how well QA performs with respect to a traditional hardware counterpart.

The access to quantum annealers in QuantumCLEF is limited to ensure a
fair distribution of resources. Therefore, SA can also be used to perform ini-
tial experiments to assess a QUBO formulation feasibility without affecting the
available quota in the quantum environment.

2.2 Related Challenges

In the context of CLEF, there have not been other challenges involving the
application and evaluation of QC. However, since QC technologies are starting
to become more available and robust, it is necessary to raise awareness about
their potential and to learn how these technologies can be used to possibly
improve the current state-of-the-art IR and RS systems.

Outside CLEF, we are not aware of other challenges or shared tasks that
have been done in the past involving the use of QC. There are some other
challenges starting off this year offered by big-tech companies such as IBM1 and
Google2. These challenges involve the development of QC algorithms which will
be executed on quantum computers to solve some practical real-world challenges.
There has also been a Quantum Computing challenge in 2016 organized by
Microsoft3, which however used simulators for Language-Integrated Quantum
Operations and not real quantum computers.

3 Tasks

QuantumCLEF 2024, which was initially presented in a paper at CLEF 2023
[20], addresses two different tasks involving computationally intensive problems
that are closely related to the Information Access field: Feature Selection and
Clustering. The main goals for each task are:

– finding one or more possible QUBO formulations of the problem;
– evaluating the QA approach compared to a corresponding traditional app-

roach to assess both its efficiency and its effectiveness.

1 https://challenges.quantum.ibm.com/2024.
2 https://www.xprize.org/prizes/qc-apps.
3 https://www.microsoft.com/en-us/research/academic-program/microsoft-

quantum-challenge/challenge/.

https://challenges.quantum.ibm.com/2024
https://www.xprize.org/prizes/qc-apps
https://www.microsoft.com/en-us/research/academic-program/microsoft-quantum-challenge/challenge/
https://www.microsoft.com/en-us/research/academic-program/microsoft-quantum-challenge/challenge/
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For each task, we have provided Jupyter Notebooks that served as starting points
for the participants to learn how to program quantum annealers and to success-
fully carry out the tasks following the submission guidelines. Moreover, we pro-
vided the slides that were presented during the ECIR Tutorial [10] covering the
fundamental concepts of QC and QA. We also streamed and recorded a video
tutorial4 about the usage of our infrastructure and the notebooks available to
the participants.

For both tasks, participants are asked to submit their runs using both QA
and SA. In this way, it will be possible to compare the efficiency and effectiveness
of these two similar optimization techniques that employ quantum annealers and
traditional hardware respectively.

3.1 Task 1 Quantum Feature Selection

This task focuses on formulating the well-known NP-Hard feature selection prob-
lem in such a way that it can be solved with a quantum annealer, similarly to
what has already been done in previous works [9,18].

Objectives. Feature Selection is a widespread problem for both IR and RS
which requires the identification of a subset of the available features (e.g., the
most informative, less noisy, etc.) to train a learning model. This problem is very
impacting since many of IR and RS systems involve the optimization of learning
models, and reducing the dimensionality of the input data can improve their
performance. Therefore, in this task, we aim to understand if QA can be applied
to solve this problem more efficiently and effectively, exploiting its capability of
exploring a larger problem space in a short amount of time.

Sub-tasks. Task 1 is divided into two sub-tasks:

– Task 1A: Feature Selection for IR. This task involves selecting the optimal
subset of features using QA and SA that will be used to train a LambdaMART
[7] model according to a Learning-To-Rank framework;

– Task 1B: Feature Selection for RS. This task involves selecting the optimal
subset of features using QA and SA that will be used to train a kNN recom-
mendation system model. The item-item similarity is computed with cosine
on the feature vectors, a shrinkage of 5 is added to the denominator and the
number of selected neighbors for each item is 100.

Datasets. For Task 1A, we decided to employ the famous MQ2007 [23] and the
Istella S-LETOR [16] datasets. MQ2007 represents an easier challenge since it
has 46 features, allowing direct embedding of the problem formulations inside the
QPU of quantum annealers. Istella instead has 220 features and it is impossible

4 https://www.youtube.com/watch?v=fKrnaJn40Kk/.

https://www.youtube.com/watch?v=fKrnaJn40Kk/
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to embed problem formulations directly, thus requiring some further processing
steps for the participants to fit the problem into the physical QPU hardware.

For Task 1B instead, we decided to employ a custom dataset of music recom-
mendations containing 1.9 thousand users and 18 thousand items. The dataset
contains both collaborative data, with 92 thousand implicit user-item interac-
tions, as well as two different sets of item features that are derived from item
descriptions and user-provided tags, called Item Content Matrix (ICM). The
small set, ICM 150, includes 150 features and can be embedded directly on
the QPU with small adjustments, the large set, ICM 500, has 500 features and
requires significant pruning to fit in the QPU or the use of Hybrid methods.
Both sets of features contain noisy and redundant features.

Evaluation Measures. The official evaluation measure for both Task 1A and
Task 1B is nDCG@10.

Baseline. For sub-task 1A the baseline is a Feature Selection model that uses a
Recursive Feature Elimination approach paired with a Linear Regression model
to select the most relevant subset of features.

For sub-task 1B the baseline is a kNN recommendation system model that
uses all the available features. The hyperparameters are the same used for the
model computed on the selected features, i.e., the item-item similarity is com-
puted with cosine adding a shrink term of 5 to the denominator, and the number
of neighbors is 100.

Runs Format. Participants in both tasks 1A and 1B can submit a maximum
of 5 runs per dataset using QA or Hybrid methods and a maximum of 5 runs
using SA. Each run that uses QA or Hybrid methods should correspond to a run
that employs SA. In this way, it is possible to make a fair comparison between
them.

The results of the run must be a text file which lists the features that were
selected, one per line. The discarded features are not reported in the run file.
Furthermore, the last line must report the list of IDs associated with the prob-
lems solved using QA, SA, or Hybrid to obtain the final subset of features by
the considered approach.

Each run file must be left in each team’s workspace in a specific directory
called /config/workspace/submissions, which is already available.

The submission file name should comply with the format
[Task] [Dataset] [Method] [Groupname] [SubmissionID].txt, where:

– [Task]: it should be either 1A or 1B based on the task the submission refers
to;

– [Dataset]: it should be either MQ2007, Istella, 150 ICM or 500 ICM based
on the dataset used;

– [Method]: it should be either QA or SA based on the method used;
– [Groupname]: the team name;
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– [SubmissionID]: a custom submission ID that must be the same for the
submissions using the same algorithm but performed with different methods
(e.g., QA or SA).

3.2 Task 2 - Quantum Clustering

This task focuses on the formulation of the Clustering problem in such a way
that it can be solved with a quantum annealer. It involves grouping the items
according to their characteristics. Thus, “similar” items fall into the same group
while different items belong to distinct groups.

Objectives. Clustering is a relevant problem for IR and RS since it can be
helpful for organizing large collections, helping users explore a collection, and
providing similar search results to a given query. Furthermore, it can be beneficial
to split users according to their interests or build user models with the cluster
centroids [27] speeding up the runtime of the system or its effectiveness for users
with limited data.

This task is more focused on the IR field and is applied in a document
retrieval scenario where documents have been transformed into their correspond-
ing embeddings by a Transformer model. Each document can be seen as a vector
in the space and it is possible to cluster points based on their distances, which
can be interpreted as a dissimilarity function: the more distant two vectors are,
the more different the corresponding documents are likely to be. In this task,
participants should apply QA and SA to cluster documents into 10, 25, and 50
clusters. Participants must report the found centroids and the corresponding
associated documents.

By clustering documents, it is possible to reduce the searching time by con-
sidering the most similar centroid to the input query and then retrieving only the
documents belonging to that centroid’s cluster instead of looking at the whole
collection of documents.

Clustering fits very well with a QUBO formulation and various methods have
already been proposed [3,4,25]. Most of these methods involve the usage of one
variable per document, thus making it very hard to consider large datasets due
to the limited number of physical qubits and interconnections between them.
There are ways to overcome this issue, such as by applying a coarsening or a
hierarchical approach.

Datasets. For this task, we considered a custom split of the ANTIQUE [15]
dataset containing 6486 documents, 200 queries, and manual relevance judg-
ments. Each document and each query have been transformed into a correspond-
ing embedding with the pre-trained all-mpnet-base-v2 model5. The queries are
divided into 50 for the Training Dataset and 150 for the Test Dataset.

5 https://huggingface.co/sentence-transformers/all-mpnet-base-v2.

https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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Evaluation Measures. The official evaluation measures for Task 2 are:

– the Davies-Bouldin Index to measure the overall cluster quality without con-
sidering the document retrieval phase;

– nDCG@10 to measure the retrieval effectiveness based on the clusters found.

Baseline. For this task, the baseline is a traditional k-Medoids approach using
the cosine distance as a distance function.

Runs Format. Participants in task 2 can submit a maximum of 5 runs for
each number of clusters (i.e., 10, 25, 50) using QA or Hybrid methods and a
maximum of 5 runs using SA. Each run that uses QA or Hybrid methods should
correspond to a run that employs SA. In this way, it is possible to make a fair
comparison between them.

The run file must be a text file (JSON formatted) with a list of 10, 25, and
50 vectors that represent the final centroids achieved through their clustering
algorithm. Each centroid should also be followed by the list of documents that
belong to the given cluster. Furthermore, the last line must report the list of IDs
associated with the problems solved using QA, SA, or Hybrid to obtain the final
clusters by the considered approach.

Each run file must be left in each team’s workspace in a specific directory
called /config/workspace/submissions, which is already available.

The submission file name should comply with the format
[Centroids] [Method] [Groupname] [SubmissionID].txt, where:

– [Centroids]: it should be either 10, 25, or 50 based on the number of cen-
troids;

– [Method]: it should be either QA or SA based on the method used;
– [Groupname]: the team name;
– [SubmissionID]: a custom submission ID that must be the same for the

submissions using the same algorithm but performed with different methods
(e.g., QA or SA).

4 Lab Setup

In this section, we detail the infrastructure that was specifically created to carry
out this lab and we present the guidelines the participants had to comply with
to submit their runs.

4.1 Infrastructure

Having access to quantum annealers is not straightforward. In fact, D-Wave
enforces some policies on the usage of these devices by setting some monthly
timing quotas to submit and solve problems on their devices. There are API
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Fig. 1. High-level representation of the infrastructure.

keys that are given to people who use quantum annealers so that it will be
possible to monitor the access and usage.

Since it is not possible to disclose our API key to the participants, we decided
to build our own infrastructure that allows participants to use quantum annealers
without knowing our API key and without needing to stipulate any agreements
with D-Wave to obtain their own API keys.

Furthermore, to measure efficiency participants must use the same comput-
ing hardware. To this end, our infrastructure provides all the participants with
corresponding workspaces located in an AWS server. All workspaces have the
same computational resources in terms of CPU and RAM, thus ensuring also
easy reproducibility.

Finally, we wanted to create a workflow that was as easy as possible. To this
end, participants can access our infrastructure directly from the Web through a
simple interface. This interface lets them monitor their quotas but also allows
them to develop and execute their code directly from their browsers, without
having to worry about installing anything on their machines or dealing with
command-line tools.

This infrastructure has been implemented using Docker images orchestrated
through Kubernetes. It is made up of several components that are interconnected
together to provide both organizers and participants easy access to the needed
resources, see Fig. 1. All problems submitted by the participants were saved in
a database to monitor their quotas and to gather data to draw statistics about
the lab.

The final infrastructure was deployed on a m6a.8xlarge AWS EC2 instance
equipped with an AMD EPYC 7R13 processor. Table 1 reports the specifications
of the hardware resources corresponding to that instance and to each team’s
workspace. All participants were given the same monthly quota to use quantum
resources. Table 2 reports the monthly quotas according to the two tasks.
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Table 1. The hardware resources corresponding to the AWS EC2 instance and to the
participants’ workspaces.

Hardware resources

– CPU RAM Hard Drive

Infrastructure 32 cores 128 GB RAM 1 TB HDD

Workspace 1200 millicores 10 GB RAM 20 GB HDD

Table 2. The monthly quotas to use quantum resources according to the tasks.

Monthly quotas for the tasks

Task March April May

Task 1: Feature Selection 30 s 30 s 50 s

Task 2: Clustering 50 s 50 s 150 s

4.2 General Guidelines

Each team has access to its personal area inside our infrastructure with the
credentials that have been provided to them. All runs must be executed by
using the workspaces that have been created for each one of the participating
teams, thus ensuring a fair comparison and easy reproducibility.

All participants cannot exceed their given quotas (see Table 2) to execute
problems on quantum devices. The quotas can be monitored by each participat-
ing team through a dashboard that is constantly being automatically updated,
reporting usages of the different methods (i.e., QA, H, and SA) and some general
statistics.

All participants’ runs must follow the file formats that are already described
in Sect. 3.1 and 3.2 to allow us running our evaluation tools smoothly.

Participants have also been asked to upload their files on their own Bitbucket
git repositories to enhance reproducibility. Each repository has been created by
us inside a Bitbucket project6. Their repositories have been kept private through
the challenge but are now public.

5 Results

In this Section, we present the results achieved by the participants and we discuss
their approaches. Out of the 26 registered teams, 7 teams managed to upload
some final runs. In total, the number of runs is 65 considering both SA, QA,
and H(H was introduced in Sect. 2.1). Table 3 reports the 7 teams that correctly
participated and submitted some final runs.

In total, throughout the entire lab participants have submitted 976 problems.
Specifically, 758 of them were solved with SA, while 199 were solved using QA

6 https://bitbucket.org/eval-labs/workspace/projects/QCLEF24.

https://bitbucket.org/eval-labs/workspace/projects/QCLEF24
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Table 3. The teams who participated and submitted at QuantumCLEF 2024.

Team Affiliation Country

BIT.UA IEETA/DETI, LASI, University of Aveiro Portugal

CRUISE RMIT University Australia

NICA Iran University of Science and Technology,
Departement of Computer Engineering

Iran, Islamic Republic Of

OWS Friedrich Schiller Universität Jena Germany

qIIMAS Universidad Nacional Autonoma de Mexico Mexico

QTB Universidad Tecnologica de Bolivar Colombia

shm2024 Madras Christian College, Chennai India

and 18 with the H method. The total execution time of SA has been almost 12 h
while the total QA and H execution time has been roughly 4 min.

The QA execution time in this whole Section refers to the Annealing phase
as described in Sect. 2.1, therefore it includes the time required to program the
QPU, sampling, and reading the result. The embedding time and network laten-
cies are not taken into account and are left to be considered for possible future
editions of the QuantumCLEF lab.

5.1 Task 1A

Here we present the results achieved by the teams participating in task 1A.

MQ2007 Dataset. As it is possible to see in Table 4, teams considered different
numbers of features in their submissions. In general, we can observe that most
of the submissions achieve similar nDCG@10 values when considering a number
of features that lies between 10 and 25. In fact, Fig. 2 shows that for these
runs the Tukey HSD test performed after the Two-Way ANOVA hypothesis
test shows no significant differences. Instead, runs that consider only 5 features
achieve nDCG@10 values that are significantly different (lower) with respect to
the others. This is reasonable since by considering too few features, then there
is a high information loss.

Figure 3 shows the nDCG@10 values and Annealing timings of the runs that
used QA and SA. From this figure we can see that, in terms of efficiency (i.e.,
Annealing time), runs using QA required a shorter amount of time with respect
to SA. On average, QA required ≈ 9.89 times less compared to SA, thus rep-
resenting a more efficient alternative. Considering effectiveness, SA seems to be
performing more consistently. However, on average it performs only ≈ 1.03 times
better compared to QA.
Teams adopted different approaches to address this task:

– team BIT.UA [1] tried different QUBO formulations that involved the usage
of different correlation-based measures such as Spearman coefficient, Pear-
son coefficient, and Mutual Information [9]. Furthermore, their approach also
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Fig. 2. The Tukey HSD test considering the nDCG@10 values associated with different
runs and queries for the MQ2007 dataset.

involved the usage of a scaling factor to automatically balance the impor-
tance of the diagonal terms in the matrix Q with respect to the off-diagonal
terms. Additionally, they also tried investigating some non-linear functions
that adjusted the weights of the values returned by the correlation-based
measures. The number of features chosen was decided by using a validation
dataset approach with a custom LambdaMART model.

– team NICA [17] and team shm2024 [13] used a QUBO formulation which
involved the Mutual Information [9] as a correlation-based measure.

– team QTB [22] investigated different QUBO formulations involving differ-
ent correlation-based measures (e.g., Mutual Information [9]). The team
employed all methods (i.e., QA, H and SA), and the H approach allowed them
to achieve a high score with only a few features thanks to its pre-processing
and post-processing capabilities.

– team OWS [12] employed a QUBO matrix that was formulated using Mutual
Information [9], in which some of its components were recalculated using the
results achieved by a bootstrapping approach. In this way, the team recal-
culated the values associated with the diagonal components, the off-diagonal
components, or both. The team focused on choosing only 25 features and the
optimization of the number of considered features is left for future works.

Istella Dataset. As it is possible to see in Table 5 and in Fig. 4, also in this case
teams considered different numbers of features in their submissions. However, for
the Istella dataset, most of the runs are statistically different from each other
because the number of features used varies a lot. It is interesting to see that the
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Fig. 3. The box plots of the nDCG@10 values and Annealing timings associated with
the runs using QA and SA on the MQ2007 dataset.

baseline method employing Recursive Feature Elimination considering 110 fea-
tures performed much worse with respect to all participants’ runs. Furthermore,
running Recursive Feature Elimination to keep the top 110 features required
a considerable amount of time (almost 2 h of computation) and a considerable
amount of RAM (24 GB), which is much higher than the teams’ workspace
specifications.

The teams adopted similar approaches to the ones described for the MQ2007
dataset to solve the Feature Selection task on the Istella dataset. However, since
the dataset could not fit entirely in the QPU due to the high number of features,
two teams decided to adopt the following pre-processing techniques:

– team BIT.UA [1] employed different approaches such as using a first stage
SA approach to select only a subset of features or the manual elimination of
features with high correlation values between them before solving the problem
with QA.

– team NICA [17] kept only the 50 features that had the highest Mutual
Information value towards the target variable, thus reducing the feature set.

Figure 5 shows the nDCG@10 values and Annealing timings of the runs that
used QA and SA. From this figure we can see that, in terms of efficiency (i.e.,
Annealing time), also in this case runs using QA required a shorter amount of
time with respect to SA. On average, QA required ≈ 10.45 times less compared
to SA, thus representing a more efficient alternative. Similar considerations apply
also for effectiveness. In fact, SA seems to be performing more consistently how-
ever, on average it performs only ≈ 1.03 times better compared to QA.
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Fig. 4. The Tukey HSD test considering the nDCG@10 values associated with different
runs and queries for the Istella dataset.

Fig. 5. The box plots of the nDCG@10 values and Annealing timings associated with
the runs using QA and SA on the Istella dataset.

5.2 Task 1B

Here we present the results achieved by the two teams participating in task 1B.
Results are divided according to the two feature sets. For both the small ICM
(see Table 6) and the large one (see Table 7) the teams were able to improve
the effectiveness of the baseline RS by a large margin, around 23% on the small
set and 44% on the large one. Team CRUISE [19] especially achieved a large
improvement by developing a counterfactual version of nDCG to enhance a fea-
ture selection method based on Mutual Information. The idea considers that
Mutual Information does not account for the final goal of making recommenda-
tions.
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Fig. 6. The box plots of the nDCG@10 values and Annealing timings associated with
the runs using QA and SA on the ICM 150 dataset.

Fig. 7. The box plots of the nDCG@10 values and Annealing timings associated with
the runs using QA and SA on the ICM 500 dataset.

The proposed approach is based on MIQUBO [9] and introduces a term in the
diagonal of Q which represents the change in nDCG@10 obtained by removing
each of the features individually, weighted by a scaling factor. In this way, the
diagonal of Q includes both the Mutual Information between the feature values
and the target label, as well as the weighted change in nDCG@10. For the small
ICM, with 150 features, QA is 35.88 times faster than SA but it is 1.17 times
worse in terms of nDCG@10 (see Fig. 6).

For the large ICM, with 500 features, that could not fit on the QPU, team
CRUISE [19] split the features into subsets small enough to be tackled by the
QPU. Then, the features selected in each subset have been merged into a final
set of features. For this large ICM QA is 19.53 times faster than SA but it is 1.5
times worse in terms of nDCG@10 (see Fig. 7). Note that the number of selected
features is very different so this could play a role.
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5.3 Task 2

Here we present the results achieved by the teams participating in task 2. Table 8
reports the results achieved in this task.

In this task, we can see that team qIIMAS managed to achieve higher results
with respect to the baseline for each number of clusters considered. The approach
adopted by team qIIMAS [2] consisted of employing the QUBO formulation
proposed in a previous work [5]. Due to the high dimensionality of the dataset,
they decided to first apply a traditional approach to reduce the number of points
n to some representatives m where m < n. Then they performed the clustering
approach on the m representatives in a hierarchical fashion, returning the final
set of centroids and their associated n points. They investigated the usage of
both QA, H, and SA.

In Fig. 8 we can observe that there are no statistical differences among runs
using H and runs using SA considering the nDCG@10 values achieved.

Figure 9 shows the Annealing time of the runs that used H and SA. From
this figure we can see that, in terms of efficiency (i.e., Annealing time), runs
using H required a shorter amount of time with respect to SA. On average, H
required ≈ 21.75 times less compared to SA, thus representing a more efficient
alternative. In addition, the H methods achieved slightly better results in terms
of effectiveness, being ≈ 1.02 times better than SA on average.

Fig. 8. The Tukey HSD test considering the nDCG@10 values associated with different
runs and queries for the Clustering dataset.
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Fig. 9. The box plots of the nDCG@10 values and Annealing timings associated with
the runs using H and SA on the Clustering dataset.

6 Conclusions and Future Work

In this paper, we have presented the overview of the first edition of the Quan-
tumCLEF 2024 lab, the first lab at CLEF focusing on the study, development,
and evaluation of QC algorithms.

This lab was composed of two tasks concerning the problems of Feature
Selection and Clustering, specifically focused on IR and RS systems. An ad-
hoc infrastructure was created to ease the participants’ workflow and to grant
them access to computational resources and the cutting-edge quantum annealers
provided by D-Wave.

A total of 26 teams registered for the lab and 7 of them successfully managed
to submit their runs. The results have shown that QA and H managed to achieve
comparable results in terms of effectiveness with respect to SA while achieving
a higher level of efficiency in terms of Annealing time. This shows that QC is
starting to become a powerful technology that could help in the resolution of
complex problems, especially in the future once it has matured enough.

This lab represented a great opportunity not only to develop and evaluate QC
algorithms on real quantum computers (quantum technologies are still not
easily accessible to the general public) but also to raise awareness of the potential
of QC, which is likely to become a powerful technology in the future. The data
obtained throughout the challenge has also been useful in preparing a new QC
tutorial presented to the community at the international SIGIR conference 2024
[11]. Furthermore, participants were provided with comprehensive materials such
as videos, slides, and examples that allowed them to learn how QC and QA
work. Finally, we opted for maximum transparency, allowing participants to
work with the actual D-Wave libraries without constraining them to use custom
functions. In this way, participants familiarized themselves with the official D-
Wave libraries and, thus, are now able to program quantum annealers even
outside our infrastructure to solve other problems in their research field.

In the future, we plan to organize a second edition of QuantumCLEF with
different tasks and more challenges. We also plan to further improve the infras-
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tructure according to the comments received by the participants through the
lab to ensure a smoother experience for participants of a possible future edi-
tion of QuantumCLEF. Moreover, we would like to invest in a more powerful
infrastructure that will grant access to more participants and that will provide
more resources (in terms of CPU and RAM) to each workspace. In this way, it
will be possible to consider even a more fair comparison between SA and QA. If
possible, we would also like to extend the infrastructure to include a gate-based
quantum computer [24], in addition to the already available quantum annealer.

Acknowledgments. We acknowledge the financial support from ICSC - “National
Research Centre in High Performance Computing, Big Data and Quantum Comput-
ing”, funded by the European Union - NextGenerationEU.

We acknowledge the CINECA award under the ISCRA initiative, for the availability
of high-performance computing resources and support.

A Task 1A - Team Results

Table 4. The results for Task 1A on the MQ2007 dataset. An adjacent couple of rows
(marked with the same color) represents the results achieved with QA/H and SA using
the same problem formulation. Results marked in yellow(�) refer to the baselines’
results.

Team Submission id nDCG@10

Annealing

time (ms) Type
N

features

BIT.UA 1A MQ2007 QA BIT.UA 0 0.441 274 QA 18

BIT.UA 1A MQ2007 SA BIT.UA 0 0.441 1351 SA 16

BIT.UA 1A MQ2007 QA BIT.UA 1 0.4497 270 QA 20

BIT.UA 1A MQ2007 SA BIT.UA 1 0.4446 3607 SA 18

NICA 1A MQ2007 QA NICA 6f7d7d44-c559-4e36-9b10-b7e51e521036 0.4506 274 QA 17

NICA 1A MQ2007 SA NICA SA-169 0.4498 3510 SA 15

OWS 1A MQ2007 QA ows 1-mi-bootstrap-mixture 0.4495 279 QA 25

OWS 1A MQ2007 SA ows 1-mi-bootstrap-mixture 0.4475 2818 SA 25

OWS 1A MQ2007 QA ows 1-mi-linear-and-quadratic-bootstrapped-boost-3 0.4506 270 QA 25

OWS 1A MQ2007 SA ows 1-mi-linear-and-quadratic-bootstrapped-boost-3 0.4519 2752 SA 25

OWS 1A MQ2007 QA ows 1-mi-linear-bootstrapped-boost-3 0.448 241 QA 25

OWS 1A MQ2007 SA ows 1-mi-linear-bootstrapped-boost-3 0.4515 2759 SA 25

QTB 1A MQ2007 QA qtb NT1 0.4299 356 QA 13

QTB 1A MQ2007 SA qtb NT1 0.4024 3174 SA 10

QTB 1A MQ2007 QA qtb NT2 0.4195 5000 H 10

QTB - - - SA -

QTB 1A MQ2007 QA qtb NT3 0.443 4309 H 10

QTB - - - SA -

shm2024 1A MQ2007 QA shm2024 b059646f-a9fd-4fd6-9589-c6e117400a9e 0.365 30 QA 5

shm2024 1A MQ2007 SA shm2024 SA-521 0.4024 284 SA 5

shm2024 1A MQ2007 QA shm2024 cabcc142-3fc5-4b22-8a6b-c7a45857fbc2 0.3621 27 QA 5

shm2024 1A MQ2007 SA shm2024 SA-560 0.3082 164 SA 5

shm2024 1A MQ2007 QA shm2024 f6c1c464-6dba-4a44-93b8-92ad6c4f60f9 0.391 29 QA 5

shm2024 1A MQ2007 SA shm2024 SA-620 0.4249 143 SA 5

shm2024 1A MQ2007 QA shm2024 853286a3-7f47-4de8-b0a0-247a65e6f6b6 0.3477 28 QA 5

shm2024 1A MQ2007 SA shm2024 SA-623 0.4248 147 SA 5

shm2024 1A MQ2007 QA shm2024 824484f0-b6fa-44b6-9bc7-0cb073db84e7 0.3245 29 QA 5

shm2024 1A MQ2007 SA shm2024 SA-625 0.4205 144 SA 5

BASELINE ALL FEATURES 0.4473 - - 46

BASELINE RFE HALF FEATURES 0.4450 - - 23
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Table 5. The results for Task 1A on the Istella dataset. An adjacent couple of rows
(marked with the same color) represents the results achieved with QA/H and SA using
the same problem formulation. Results marked in yellow(�) refer to the baselines’
results.

Team Submission id nDCG@10

Annealing

time (ms) Type
N

features

BIT.UA 1A Istella QA BIT.UA 3 0.6699 16325 SA+QA 92

BIT.UA 1A Istella SA BIT.UA 3 0.6814 19071 SA 90

BIT.UA 1A Istella QA BIT.UA 4 0.6905 551 QA 82

BIT.UA 1A Istella SA BIT.UA 4 0.7029 5404 SA 72

BIT.UA - - - SA -

BIT.UA 1A Istella SA BIT.UA 2 0.7081 13827 SA 161

NICA 1A Istella QA NICA c5888bf1-4549-418c-92b8-b7175c9185e4 0.596 427 QA 15

NICA 1A Istella SA NICA SA-380 0.6211 3998 SA 15

OWS 1A Istella QA ows 1-mi-bootstrap-mixture 0.6207 215 QA 25

OWS 1A Istella SA ows 1-mi-bootstrap-mixture 0.6566 3875 SA 25

OWS 1A Istella QA ows 1-mi-linear-and-quadratic-bootstrapped-boost-3 0.609 394 QA 25

OWS 1A Istella SA ows 1-mi-linear-and-quadratic-bootstrapped-boost-3 0.6541 3728 SA 25

OWS 1A Istella QA ows 1-mi-linear-bootstrapped-boost-3 0.6317 402 QA 25

OWS 1A Istella SA ows 1-mi-linear-bootstrapped-boost-3 0.6088 3785 SA 25

BASELINE ALL FEATURES 0.7146 - - 220

BASELINE RFE HALF FEATURES 0.5560 - - 110

B Task 1B - Team Results

Table 6. Task 1B results on the 150 ICM dataset. Adjacent row pairs (same color)
show the results achieved with QA/H and SA for the same problem formulation. Results
highlighted in yellow(�) refer to the baselines’ results.

Team Submission id nDCG@10 Annealing time (ms) Type N features

CRUISE 1B 150 ICM QA CRUISE 1 0.0805 536 QA 138

CRUISE 1B 150 ICM SA CRUISE 1 0.0998 1745 SA 140

CRUISE 1B 150 ICM QA CRUISE 2 0.0826 529 QA 136

CRUISE 1B 150 ICM SA CRUISE 2 0.0993 17358 SA 140

CRUISE 1B 150 ICM QA CRUISE 3 0.0690 531 QA 132

CRUISE 1B 150 ICM SA CRUISE 3 0.1001 1760 SA 140

CRUISE 1B 150 ICM QA CRUISE 4 0.0763 558 QA 133

CRUISE 1B 150 ICM SA CRUISE 4 0.0793 17387 SA 140

CRUISE 1B 150 ICM QA CRUISE 5 0.1003 1375 QA 144

CRUISE 1B 150 ICM SA CRUISE 5 0.1003 88395 SA 144

NICA - - - QA -

NICA 1B 150 ICM SA NICA SA-457 0.0895 12247 SA 145

BASELINE ALL FEATURES 0.0810 - - 150
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Table 7. Task 1B results on the 500 ICM dataset. Adjacent row pairs (same color)
show the results achieved with QA/H and SA for the same problem formulation. Results
highlighted in yellow(�) refer to the baselines’ results.

Team Submission id nDCG@10 Annealing time (ms) Type N features

CRUISE 1B 500 ICM QA CRUISE 1 0.0757 2287 QA 407

CRUISE 1B 500 ICM SA CRUISE 1 0.1196 43339 SA 450

CRUISE 1B 500 ICM QA CRUISE 2 0.0839 2123 QA 397

CRUISE 1B 500 ICM SA CRUISE 2 0.1198 42777 SA 450

BASELINE ALL FEATURES 0.0827 - - 500

C Task 2 - Team Results

Table 8. Task 2 results. Adjacent row pairs (same color) show the results achieved
with QA/H and SA for the same problem formulation. Results highlighted in yellow(�)
refer to the baselines’ results.

Team Submission id nDCG@10 Annealing time (ms) Type N features

CRUISE 1B 500 ICM QA CRUISE 1 0.0757 2287 QA 407

CRUISE 1B 500 ICM SA CRUISE 1 0.1196 43339 SA 450

CRUISE 1B 500 ICM QA CRUISE 2 0.0839 2123 QA 397

CRUISE 1B 500 ICM SA CRUISE 2 0.1198 42777 SA 450

BASELINE ALL FEATURES 0.0827 - - 500
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on task 2 - clustering. In: Faggioli, G., Ferro, N., Galuščáková, P., Garćıa Seco de
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Notes of CLEF 2024 - Conference and Labs of the Evaluation Forum (2024)

18. Nembrini, R., Ferrari Dacrema, M., Cremonesi, P.: Feature selection for recom-
mender systems with quantum computing. Entropy 23(8), 970 (2021)

19. Niu, J., Li, J., Deng, K., Ren, Y.: Cruise on quantum computing for feature selec-
tion in recommender systems. In: Faggioli, G., Ferro, N., Galuščáková, P., Garćıa
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Abstract. Everyone acknowledges the importance of objective scientific infor-
mation. However, finding and understanding relevant scientific documents is
often challenging due to complex terminology and readers’ lack of prior knowl-
edge. The question is can we improve accessibility for everyone? This paper
presents an overview of the SimpleText Track at CLEF 2024 addressing the tech-
nical and evaluation challenges associated with making scientific information
accessible to a wide audience, including students and non-experts. It describes
the data and benchmarks provided for scientific text summarization and simplifi-
cation, along with the participants’ results. The CLEF 2024 SimpleText track is
based on four interrelated tasks: Task 1 on Content Selection: Retrieving Passages
to Include in a Simplified Summary. Task 2 on Complexity Spotting: Identifying
and Explaining Difficult Concepts. Task 3 on Text Simplification: Simplify Sci-
entific Text. Task 4 on SOTA?: Tracking the State-of-the-Art in Scholarly Publi-
cations.

Keywords: Scientific text simplification · Information extraction · Information
retrieval · Natural language processing

1 Introduction

The importance of objective scientific information is universally acknowledged. In prac-
tice, accessing, processing, and comprehending relevant scientific documents is chal-
lenging due to complex terminology and the potential lack of prior knowledge among
readers. The CLEF 2024 SimpleText track aims at improving accessibility to scien-
tific information for everyone, both in terms of information retrieval and natural lan-
guage processing. The workshop at CLEF 2021 [12] and tracks at CLEF 2022 [16] and
2023 [15] resulted in research community and test collections for improving access to
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scientific information for everyone. Specifically, test collections for retrieving relevant
(and accessible) scientific text [34], for simplifying the language used in scientific doc-
uments without compromising the accuracy of the information [13], and for making
complex concepts more understandable to a broader audience [11].

Scientific Text Simplification is different from traditional text simplification
approaches focusing on lower literacy levels, for example making general text acces-
sible to young readers. Recent advances in IR and NLP hold the promise of removing
some of the barriers to scientific information access.1 The overall impact of CLEF Sim-
pleText is to increase science literacy and broaden the audience of objective, scientific
information.

The track’s setup is based on the following pipeline: i) select the information to
be included in a simplified summary; ii) improve the readability of the scientific text;
iii) provide additional background knowledge for remaining difficult concepts; and
iv) aggregate information from multiple articles. This results in the following four
tasks [16]:

– Task 1: Content Selection Retrieving Passages to Include in a Simplified Summary.
– Task 2: Complexity Spotting Identifying and Explaining Difficult Concepts.
– Task 3: Text Simplification Simplify Scientific Text.
– Task 4: SOTA? Tracking the State-of-the-Art in Scholarly Publications.

A total of 45 teams registered for our SimpleText track at CLEF 2024. A total of 20
teams submitted 207 runs in total. The statistics for these runs submitted are presented
in Table 1. However, some runs had problems that we could not resolve. We do not
detail them in the paper as well as the 0-scored runs.

This paper gives an overview of the CLEF 2024 SimpleText Track. Further detail
per track is provided in the Track overview papers published in the CEUR CLEF Work-
ing Notes, specifically for Task 1 on Content Selection [35]; Task 2 on Complexity
Spotting [31]; Task 3 on Text Simplification [17]; and Task 4 on SOTA? [9].

In the rest of this paper, we will provide a detailed description of each task of
the CLEF 2024 edition in four self-contained sections: Task 1: Content Selection in
Sect. 2, Task 2: Complexity Spotting in Sect. 3, Task 3: Text Simplification in Sect. 4,
and Task 4: SOTA? in Sect. 5. We end with a discussion and conclusions in Sect. 6.

2 Task 1: Retrieving Passages to Include in a Simplified Summary

This section details Task 1: Content Selection on Retrieving Passages to Include in a
Simplified Summary.

2.1 Description

Given a popular science article targeted to a general audience, this task aims at retriev-
ing passages, which can help to understand this article, from a large corpus of academic
abstracts and bibliographic metadata. Relevant passages should relate to any of the top-
ics in the source article.

1 A joined effort with others like Scholarly Document Processing https://sdproc.org/2024/.

https://sdproc.org/2024/
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Table 1. CLEF 2024 Simpletext official run submission statistics

Team Task 1 Task 2 Task 3 Task 4 Total runs

2.1 2.2 2.3 3.1 3.2 4.1 4.2

AIIRLab 5 3 3 4 4 19

AMATU 3 9 12

Arampatzis 9 5 5 2 4 4 29

Elsevier 10 8 2 20

L3S 12 12 24

LIA 5 5

PiTheory 11 10 21

Sharigans 1 1 1 1 1 5

SINAI 3 3 6

SONAR 1 1

AB/DPV 1 1 1 1 4

Dajana/Katya 1 1 2

Frane/Andrea 1 1 1 3

Petra/Regina 1 1 1 3

Ruby 1 1 1 1 4

Tomislav/Rowan 2 2 1 1 6

UAmsterdam 6 1 2 4 6 19

UBO 1 1 1 2 2 7

UniPD 3 3 6

UZHPandas 11 11

Total runs 42 24 18 4 52 31 15 21 207

Data. We use popular science articles as a source for the types of topics the general
public is interested in and as a validation of the reading level that is suitable for them.
The main corpus is a large set of scientific abstracts plus associated metadata covering
the fields of computer science and engineering. We reuse the collection of academic
abstracts from the Citation Network Dataset (12th version released in 2020)2 [37]. This
collection was extracted from DBLP, ACM, MAG (Microsoft Academic Graph), and
other sources. It includes 4,232,520 abstracts in English, published before 2020.

Search requests are based on popular press articles targeted to a general audience,
based on The Guardian and Tech Xplore. Each of these popular science articles repre-
sents a general topic that has to be analyzed to retrieve relevant scientific information
from the corpus.

We provide the URLs to original articles, the title, and the textual content of each
popular science article as a general topic. Each general topic was also enriched with
one or more specific keyword queries manually extracted from their content, creating a
familiar information retrieval task ranking passages or abstracts in response to a query.
Available training data from 2023 includes 29 (train) and 34 (test) queries, with the later
set having an extensive recall base due to the large number of submissions in 2023 [34].

2 https://www.aminer.cn/citation.

https://www.theguardian.com/technology/all
https://techxplore.com/
https://www.aminer.cn/citation
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In 2024, we introduced two novelties. First, in addition to the ElasticSearch we pro-
vided to participants, we made available a new vector database with sentence embed-
ding scores. This database stores for each article their ID, two sentence-embedding
vectors computed by all-MiniLM-L6-v23 from their title and their abstract. Second,
we added between 2 and 5 new queries (with IDs of the form G*.C*) for each of
the 20 articles from the Guardian. These topics were generated by ChatGPT 4, with
a prompt asking to list the main subtopics related to computer science; they were man-
ually inspected to check they are linked to the original article and are not redundant.
They are longer, containing around ten words and focusing on a specific point related to
the article. An example of a keyword query is “system on chip” (T06.1) and an example
of a long query is “How AI systems, especially virtual assistants, can perpetuate gender
stereotypes?” (G01.C1).

Evaluation. Topical relevance was evaluated with a 0–2 score on the relevance degree
towards the content of the original article. We dramatically extended the training qrels
with 9,990 additional evaluated documents, with a main focus on the new long queries
for the Guardian, and the T06-T11 queries for which no list of relevant documents had
yet been provided.

In addition to topical relevance, we took into account other key aspects of the track,
such as the text complexity and the credibility of the retrieved results. These evaluations
were performed using automatic metrics.

2.2 Participant’s Approaches

A total of 11 teams submitted 42 runs in total.

AB/DPV. Varadi and Bartulović [40] submitted 1 run for Task 1. They used our Elastic-
Search API and took into account an FKGL readability score for their combined score.

Sharingans. Ali et al. [2] also submitted 1 run. They experimented with the ColBERT
neural ranker and used GPT 3.5 to select the most informative and concise passages for
inclusion in the summary.

Tomislav/Rowan. Mann and Mikulandric [27] submitted a total of 2 runs. They took the
top 100 results retrieved by ElasticSearch. Then, they used cosine similarity on TF-IDF
vectors as the relevance score and FKGL score as the combined score.

Petra/Regina. Elagina and Vučić [10] submitted 1 run, for the first 3 queries only, with
the same approach as the previous system.

AIIRLab. Largey et al. [25] submitted a total of 5 runs and proposed several mod-
els. First, since input queries are short keyword terms, they used query expansion with
LLaMA 3 and reranked the top 5,000 results retrieved by TF-IDF with a bi-encoder
or a cross-encoder. Second, they applied LLaMa3 as a pairwise re-ranker. Third, they
leveraged ElasticSearch with fine-tuned cross-encoders.

UBO. Vendeville et al. [41] submitted a total of 1 run. They used PyTerrier4 to retrieve
documents from TF-IDF scores. Then, the MonoT5 reranker provided by PyTerrier was
employed to reorder all extracted documents.

3 https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2.
4 https://pyterrier.readthedocs.io/.

https://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
https://pyterrier.readthedocs.io/
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UAmsterdam. Bakker et al. [4] submitted a total of 6 runs for Task 1. First, they focused
on regular information retrieval effectiveness with 2 vanilla baseline runs on an Anserini
index, using either BM25 or BM25+RM3, and 2 other runs generated with neural cross-
encoder rerankings of these runs by an MS MARCO-trained ranker. Second, 2 further
runs filter out the most complex abstracts per request, using the median FKGL read-
ability measure.

Elsevier. Capari et al. [5] submitted a total of 10 runs. Their approaches mainly centered
on creating a ranking model. They started by assessing the performance of several mod-
els on a proprietary test collection of scientific papers. Then, the top-performing model
was fine-tuned on a large set of unlabeled documents using the Generative Pseudo
Labeling approach. They also experimented with generating new search queries.

LIA submitted a total of 5 runs as baselines for Task 1. All five have been included in the
pool of results for q-rel evaluation. The first three runs (elastic, meili, and boolean) used
bag-of-words models and sparse vector document representation. One was generated
with the Elastic 7 Search API (elastic), another was gathered with the Meilisearch sys-
tem5 (meili) based on bucket sort, and the third one was produced with a simple boolean
model (boolean) powered by PostgreSQL GIN text indexing. Two additional runs relied
on embedding vectors based on the paragraph cross-encoder MS MARCO Mini LM6.
These embeddings, along with a search API based on them, have been released to par-
ticipants. Documents are ranked based on the dot product between the query and the
abstract (vir abstract) or the title (vir title) using the pg vector7 PostgreSQL extension
and an ivvflat dense vector index (k-means vector clustering with

√|D| centroids).

Ruby. This team (No paper received) submitted a total of 1 run for Task 1. Their app-
roach relies on ElasticSearch and a TF-IDF score.

Arampatzis. This team (No paper received) submitted a total of 9 runs for Task 1. As
these reports are very close, the Tables below only report their evaluation made on their
first run.

2.3 Test Results

Table 2 still shows relevance evaluation, with a ranking by NDCG@10 on queries
absent from the training qrels. Note that for the sake of brevity, we only consider here
the relevance score provided by participants. The selection of top results against the
combined score would have modified the relevance evaluation.

2.4 Analysis

We complement these evaluations by taking into consideration other aspects essential
for Task 1. Table 3 highlights credibility and text complexity. We used simple automatic
metrics to provide an overview of the importance and the complexity of the article. First,

5 https://www.meilisearch.com/.
6 https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-12-v2.
7 https://github.com/pgvector/pgvector.

https://www.meilisearch.com/
https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-12-v2
https://github.com/pgvector/pgvector
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Table 2. Results for CLEF 2024 SimpleText Task 1 on the Test qrels (G01.C1-G10.C1 and T06-
T11).

Run MRR Precision NDCG Bpref MAP

10 20 10 20

AIIRLab Task1 LLaMABiEncoder 0.9444 0.8167 0.5517 0.6170 0.5166 0.3559 0.2304

AIIRLab Task1 LLaMAReranker2 0.9300 0.7933 0.5417 0.5943 0.5004 0.3495 0.2177

AIIRLab Task1 LLaMAReranker 0.8944 0.7967 0.5583 0.5889 0.5011 0.3541 0.2200

LIA vir title 0.8454 0.6933 0.4383 0.5013 0.3962 0.3594 0.1534

AIIRLab Task1 LLaMACrossEncoder 0.7975 0.6933 0.5100 0.4745 0.4240 0.3404 0.1970

LIA vir abstract 0.7683 0.6000 0.4067 0.4207 0.3504 0.3857 0.1603

UAms Task1 Anserini rm3 0.7878 0.5700 0.4350 0.3924 0.3495 0.4010 0.1824

UAms Task1 Anserini bm25 0.7187 0.5500 0.4883 0.3750 0.3707 0.3994 0.1972

UAms Task1 CE1K CAR 0.5950 0.5333 0.4583 0.3672 0.3618 0.2701 0.1605

UAms Task1 CE1K 0.5950 0.5333 0.4583 0.3672 0.3618 0.4032 0.1939

UAms Task1 CE100 CAR 0.6618 0.5300 0.4567 0.3654 0.3549 0.2657 0.1579

UAms Task1 CE100 0.6618 0.5300 0.4567 0.3654 0.3549 0.2657 0.1579

AIIRLAB Task1 CERRF 0.7264 0.5033 0.4000 0.3584 0.3239 0.2204 0.1309

Arampatzis 1.GPT2 search 0.6986 0.5100 0.2550 0.3516 0.2462 0.0742 0.0577

UBO Task1 TFIDFT5 0.7132 0.4833 0.3817 0.3474 0.3197 0.2354 0.1274

LIA bool 0.7242 0.5233 0.3633 0.3381 0.2891 0.2661 0.1199

Elsevier@SimpleText task 1 run8 0.7123 0.4533 0.3367 0.3146 0.2752 0.1582 0.0906

Elsevier@SimpleText task 1 run4 0.6162 0.4300 0.3217 0.3063 0.2681 0.1642 0.1005

Elsevier@SimpleText task 1 run10 0.5117 0.4067 0.2767 0.2885 0.2365 0.1236 0.0729

LIA elastic 0.6173 0.3733 0.2900 0.2818 0.2442 0.3016 0.1325

AB/DPV SimpleText task1 FKGL 0.6173 0.3733 0.2900 0.2818 0.2442 0.1966 0.1078

Ruby Task 1 0.5470 0.4233 0.3533 0.2756 0.2671 0.1980 0.1110

LIA meili 0.6386 0.4700 0.2867 0.2736 0.2242 0.2377 0.0833

Elsevier@SimpleText task 1 run6 0.5333 0.3833 0.3117 0.2633 0.2430 0.1841 0.0973

Tomislav/Rowan/Rowan SimpleText T1 1 0.5444 0.3733 0.2750 0.2443 0.2183 0.0963 0.0601

Elsevier@SimpleText task 1 run5 0.4867 0.3533 0.2883 0.2408 0.2232 0.1834 0.0943

Elsevier@SimpleText task 1 run1 0.5589 0.3000 0.3300 0.2247 0.2399 0.1978 0.1018

Elsevier@SimpleText task 1 run7 0.4026 0.3200 0.2250 0.2168 0.1850 0.1085 0.0565

Elsevier@SimpleText task 1 run9 0.3868 0.3300 0.2283 0.2105 0.1829 0.1103 0.0590

Elsevier@SimpleText task 1 run3 0.4733 0.2367 0.2033 0.1853 0.1703 0.1587 0.0714

Elsevier@SimpleText task 1 run2 0.4193 0.2233 0.2433 0.1803 0.1865 0.1768 0.0820

Sharingans Task1 marco-GPT3 0.6667 0.0667 0.0333 0.1149 0.0797 0.0107 0.0107

Tomislav/Rowan SimpleText T1 2 0.0217 0.0233 0.0150 0.0121 0.0106 0.0062 0.0025

Petra/Regina simpleText task 1 0.0026 0.0000 0.0050 0.0000 0.0035 0.0031 0.0007

the average number of bibliographic references among the top 10 results of each query
is provided. Second, we give the average size of sentences and the average number of
syllabi per word in the abstract of these results. Note that this time we considered the
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Table 3. Evaluation of complexity and credibility for SimpleText Task 1 (over all 176 queries).

Run Avg #Refs Avg sentence length Avg syllabus per word

AB/DPV SimpleText task1s FKGL 9.7 30.4 1.987

Arampatzis 1.GPT2 searchs 10.5 22.1 1.916

LIA bool 13.0 33.1 1.906

LIA elastic 9.2 21.1 1.812

LIA meili 9.6 23.8 1.740

LIA vir abstract 7.2 21.0 1.885

LIA vir title 9.8 22.4 1.870

AIIRLAB Task1 CERRF 10.6 22.0 1.895

AIIRLab Task1 LLaMABiEncoder 9.5 31.0 1.865

AIIRLab Task1 LLaMACrossEncoder 10.0 30.6 1.890

AIIRLab Task1 LLaMAReranker 8.8 22.1 1.772

AIIRLab Task1 LLaMAReranker2 8.6 20.9 1.707

Elsevier@SimpleText task 1 run1 10.0 22.2 1.888

Elsevier@SimpleText task 1 run10 10.2 22.3 1.881

Elsevier@SimpleText task 1 run2 11.2 22.4 1.893

Elsevier@SimpleText task 1 run3 9.7 22.0 1.894

Elsevier@SimpleText task 1 run4 10.7 22.2 1.881

Elsevier@SimpleText task 1 run5 11.1 22.3 1.886

Elsevier@SimpleText task 1 run6 11.2 22.5 1.885

Elsevier@SimpleText task 1 run7 9.8 22.2 1.870

Elsevier@SimpleText task 1 run8 10.3 22.4 1.903

Elsevier@SimpleText task 1 run9 10.6 22.2 1.857

Petra/Reginas simpleText task 1 5.5 22.1 1.955

Ruby Task 1 9.6 21.2 1.837

Sharingans Task1 marco-GPT3 9.8 23.0 1.896

Tomislav/Rowan SimpleText T1 1 11.3 24.6 1.952

Tomislav/Rowan SimpleText T1 2 11.8 23.6 1.943

UAms Task1 Anserini bm25 11.8 23.7 1.893

UAms Task1 Anserini rm3 11.9 24.8 1.894

UAms Task1 CE100 11.1 22.3 1.901

UAms Task1 CE100 CAR 10.6 19.6 1.832

UAms Task1 CE1K 10.8 22.4 1.872

UAms Task1 CE1K CAR 10.2 19.5 1.809

UBO Task1 TFIDFT5 10.3 22.2 1.899

comb score to elect the top 10 results, which favors the systems w.r.t. the relevance
score which may be an orthogonal criterion.

This concludes the results for the CLEF 2024 SimpleText Task 1: Content Selection
on Retrieving Passages to Include in a Simplified Summary. Our main findings are the
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following: First, the Tables on relevance are dominated by neural rankers, in particular,
cross-encoders and LLaMA 3 used as a pairwise re-ranker. Second, a majority of partic-
ipants relied on ElasticSearch search results. If neural models used in processing steps
leveraged these results, other IR systems turned out to be competitive. For instance,
LIA vir title operating with embedding sentences or UAms Task1 Anserini rm3, using
an Anserini index have high relevance evaluations. Third, as expected, ranking over sys-
tems differs according to the considered criterion. Runs filtered against readability mea-
sures tend to have shorter sentences with a more or less drop in relevance. Remarkably,
LLaMA 3 used as a reranker seems to not only help to select more relevant documents
but also with more concise sentences. We refer the reader to the CLEF 2024 SimpleText
Task 1 Overview paper [35] for further details and discussion.

3 Task 2: Identifying and Explaining Difficult Concepts

This section details Task 2: Complexity Spotting on Identifying and Explaining Difficult
Concepts.

3.1 Description

The goal of this task is to decide which concepts in scientific abstracts require explana-
tion and contextualization in order to help a reader understand the scientific text. Since
2023, we have asked participants to identify such concepts and to provide useful and
understandable explanations for them. Thus, the task has three subtasks: Task 2.1) to
identify candidate terms in a given passage from a scientific abstract, and set the level
of difficulty of the concept designated by each term (easy, medium, or difficult); Task
2.2) to provide a definition or an explanation or both only for the difficult terms8; Task
2.3) to rank a set of provided definitions for each difficult term.

Data. The corpus of Task 2 is based on the sentences in high-ranked abstracts to the
requests of Task 1 collected in 2023 [11]. A total of 175 documents and 1,077 sentences
were used to generate the training and test data. In particular, we had 115 documents
and 576 sentences for building the training set and 60 documents and 501 sentences for
building the test set.

For the training set, we asked 21 experts to manually annotate each training doc-
ument in order to produce the set of terms for each sentence, the corresponding diffi-
culty, and the definitions and explanations for each difficult term. A total of 1,609 terms
and 899 definitions and explanations were generated. In some cases, we intentionally
assigned the same documents to different experts in order to have the possibility to
further study the agreement between the extraction of terms and the generation of def-
initions. For each term with a definition, we also generated two “good” definitions and
two “bad” definitions in order to create the set of definitions that should be ranked in
Task 2.3. A total of 2,356 sentences (equally distributed between good and bad) were
generated. In addition to this first set of training data, we also created an additional
set of files that were produced by an external expert who reviewed the work of the 21

8 Henceforth, we will use ‘difficult term’ to indicate a term that designates a difficult concept.
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experts. We called these additional files the validation set. In these files, the external
experts added what she thought was missing in the first round of annotation (either
terms or definitions or both). An additional set of 677 terms and, 960 definitions, and
3,732 generated definitions (equally distributed between good and bad definitions) were
added to the training set.

For the test set, we asked the external expert to annotate the remaining 60 doc-
uments. A total of 1440 terms were extracted and 424 definitions were written from
the 501 sentences of the test set. An additional 3,816 definitions (equally distributed
between good and bad definitions) were also added.

Finally, we encouraged participants to train on existing datasets extracted from other
resources such as the WCL dataset [29] to train the definition generation model or use
gazetteers, wikification resources as well as resources for abbreviation deciphering.

Evaluation. We evaluated difficult concept spotting, Task 2.1, and their definitions,
Task 2.2, in terms of recall, precision, and BLEU score [11]. The ranking of definitions,
Task 2.3, will be evaluated with precision@1 and precision@5. A qualitative analysis
will also be performed in order to study the problems of term identification and the
generation of definitions.

In addition, we will manually evaluate the provided explanations in terms of their
usefulness with regard to a query as well as their complexity for a general audience.
Note that the provided explanations can have different forms, e.g. abbreviation deci-
phering, examples, use cases, etc.

3.2 Participant’s Approaches

A total of 13 teams submitted 46 runs in total, with many being a combined Task 2.1
and Task 2.2 submission.

AB/DPV. Varadi and Bartulović [40] submitted a total of one run for Task 2. Their
main approach was to use natural language processing to extract difficult terms from
passages, followed by generating definitions for them or retrieving them from sources
such as Wikipedia. The participants did not submit runs on the test set.

AIIRLab. Largey et al. [25] submitted a total of three runs for Task 2. The participants
used LLaMA 3 and Mistral language models to create the three runs. The methodol-
ogy involves prompt engineering and reinforcement learning with human feedback to
improve the quality of outputs generated by the LLaMA model.

Dajana/Kathy submitted a total of one run for Task 2. The participants used the
LLaMA-2 13B model but they did not provide additional information about the run.

Frane/Andrea submitted a total of one run for Task 2. Participants did not provide addi-
tional information about the run.

Sharingans. Ali et al. [2] submitted a total of one run for Task 2. The participants fine-
tuned GPT 3.5 turbo model for the selection of difficult terms as well as the generation
of definitions and explanations for the extracted terms. Prompt-engineering techniques
were employed to construct specific prompts that guided the model in producing accu-
rate and contextually relevant definitions.
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SINAI. Ortiz-Zambrano et al. [33] submitted a total of three runs for Task 2. Their
approach is to apply learning cues without prior examples to the GPT-4-Turbo model,
extracting predictions from the generated sequence. They also used the OpenAI API
in Python to interact with the model, allowing for an easy integrate GPT-4-Turbo into
their workflow.

Petra/Regina. Elagina and Vučić [10] submitted a total of one run for Task 2. The par-
ticipants employed a combination of named entity recognition (NER) techniques and
rule-based approaches to identify and extract entities such as proteins, genes, and chem-
ical compounds. In particular, they used spaCy for NER and developed custom rules for
entity extraction.

Tomislav/Rowan. Mann and Mikulandric [27] submitted a total of two runs for Task 2.
The team created a prompt for LLaMA 2 13B model that asked the LLM to iterate over
each of their source sentences and extract three scientific terms from each sentence and
then were sorted and prompted to LLaMA to return a difficulty rating. Wikipedia was
used to return definitions for the difficult terms.

UAmsterdam. Bakker et al. [4] submitted a total of three runs for Task 2. The partici-
pants used an IDF-based term weighting to locate the rarest terms for Task 2.1. For Task
2.3, they developed an approach to rank definitions or explanations for a given sentence
and term pair looking at the textual similarity of the large set of provided sentences.

UBO. Vendeville et al. [41] submitted a total of one run for Task 2. In particular, the
participants used a Small Language Model, Phi3 mini, without fine-tuning with a one-
shot prompt.

UniPD. Di Nunzio et al. [8] submitted a total of three runs for Task 2. Their partic-
ipation in Task 2 focused on identifying and explaining difficult content using Large
Language Models (LLMs) to enhance text simplification. The methodology involves
iterative experimentation with various prompting strategies to optimize the performance
of the model in this task.

Ruby. (No paper received) submitted a single run for Task 2.1. This run can only be
evaluated on the train data.

Arampatzis. (No paper received) made 5 submissions for Tasks 2.1 and 2.2 each, and
two submissions for Task 2.3. Their Task 2.1 and Task 2.2 submissions only contain
results for the train data.

3.3 Results

In this section, we present the results on the test set for Task 2.1 and Task 2.2. At present
time, the results for Task 2.3 are still ongoing (with only four runs by two participants)
and will be made available in the future.

3.4 Test Results

The results on the test set are summarized in Table 4. For each run, we report:



Overview of the CLEF 2024 SimpleText Track 293

– the recall of all the terms, independently from the level of difficulty;
– the precision of all the terms, independently from the level of difficulty;
– the recall of the difficult terms;
– the precision of the difficult terms;
– the BLEU score computed for bigrams (ngrams with n = 2).9

Table 4. Results for CLEF 2024 SimpleText Task 2

runid recall precision recall difficult The results shown in bleu n2 average

AIIRLab Task2.2 LLaMA 0.28 0.65 0.26 0.67 0.15

AIIRLab Task2.2 LLaMAFT 0.01 0.99 0.00 1.00 0.12

AIIRLab Task2.2 Mistral 0.41 0.69 0.19 0.49 0.13

Dajana/Kathy SimpleText Task2.2 LLaMA2 13B CHAT 0.01 0.59 0.00 0.00 0.00

Frane/Andrea SimpleText Task2.2 LLaMA2 13B CHAT 0.01 0.65 0.01 0.36 0.00

team1 Petra and Regina Task2 ST 0.00 0.50 0.00 0.00 0.00

Sharingans Task2.2 GPT 0.47 0.55 0.54 0.60 0.10

SINAI task 2 PRM ZS TASK2 V1 0.09 0.82 0.10 0.52 0.16

SINAI task 2 PRM ZS TASK2 V2 0.16 0.78 0.13 0.77 0.16

SINAI task 2 PRM ZS TASK2 V3 0.10 0.86 0.05 0.83 0.11

Tomislav/Rowan Task2.2 LLaMA2 13B CHAT 1 0.01 0.61 0.00 0.00 0.00

Tomislav/Rowan Task2.2 LLaMA2 13B CHAT 0.01 0.33 0.00 0.00 0.00

UAms Task2-1 RareIDF 0.09 0.97 0.03 0.09 0.00

UboNLP Task2.1 phi3-oneshot 0.54 0.65 0.32 0.37 0.00

unipd t21t22 chatgpt 0.13 0.64 0.08 0.62 0.19

unipd t21t22 chatgpt mod1 0.22 0.52 0.20 0.60 0.18

unipd t21t22 chatgpt mod2 0.31 0.46 0.34 0.69 0.01

We also show the trend of the main results in Fig. 1. In the top row, the recall and
precision graphs for all the terms and only the difficult terms are shown. In the bottom
row, the BLEU score of the proposed definitions in relation with the recall and precision
on difficult terms.

3.5 Analysis

The results shown in the previous subsection reveal that the use of large language mod-
els for the extraction of terms, the assessment of the difficulty of these terms, and the
generation of the definitions to explain the difficult concepts are at an initial stage that
will open new perspective in the Automatic Term Extraction panorama. In particular,
compared to the recent results and surveys [see 7], the values of recall and precision
are sufficiently good but suboptimal when compared to the state-of-the-art models (of
course, we need to take into consideration that this is the first time participants dealt
with this new dataset).

This concludes the results for the CLEF 2024 SimpleText Task 2: Complexity Spot-
ting on Identifying and Explaining Difficult Concepts. Our main findings are the fol-
lowing: First, the runs submitted by the participants to this task are quite stable in terms

9 https://cran.r-project.org/web/packages/sacRebleu/vignettes/sacReBLEU.html.

https://cran.r-project.org/web/packages/sacRebleu/vignettes/sacReBLEU.html
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Fig. 1. Summary of Task 2 results.

of recall-precision performances when dealing with all the terms or the difficult ones.
Independently from the difficulty of terms, the models proposed by the participants
can achieve precision higher than .50 across a range of recall values. Second, the BLEU
score of the generated definitions is also relatively stable ranging from 0.1 to 0.2 for any
recall and precision values. Third, the best-performing runs are usually those that have
some analysis of the optimal prompting or a manual interaction with the model. This
is in line with the latest research studies on this issue [26]. We refer the reader to the
CLEF 2024 SimpleText Task 2 Overview paper [31] for further details and discussion.

4 Task 3: Simplify Scientific Text

This section details Task 3: Text Simplification on Simplify Scientific Text.

4.1 Description

The goal of this task is to provide a simplified version of the sentences extracted
from scientific abstracts. Participants will be provided with popular science articles and
queries and matching abstracts of scientific papers, either split into individual sentences
or as the entire abstracts.

Data. Task 3 uses the same corpus based on the sentences in high-ranked abstracts to
the requests of Task 1. Our training data is a truly parallel corpus of directly simplified
sentences (893 sentences this year) coming from scientific abstracts from the DBLP
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Citation Network Dataset for Computer Science and Google Scholar and PubMed arti-
cles on Health and Medicine.

Other existing text simplification corpora used post-hoc aligned sentences [42,
e.g.,]. The SimpleText corpus contains 893 directly simplified sentences, and a use-
ful addition to existing high-quality corpora like NEWSELA [42] (2,259 sentences).
Our track is the first to focus on the simplification of scientific text with a much higher
text complexity than news articles.

Table 5. Example of SimpleText Task 3 reference versus input: deletions and insertions

Topic Document Output

G01.1 130055196 As various kinds The rise of output devices emerged , such as
highresolution like high-resolution printers or a display of and PDA (
Personal Digital Assistant ) , displays has increased the importance
of need for high-quality resolution conversion has been increasing .
∣
∣This The paper proposes a new method for enlarging image with to
make images bigger while maintaining high quality .

∣
∣One of the

largest problems on image enlargement The main issue with
enlarging images is the exaggeration of the jaggy that jagged edges
can become exaggerated .

∣
∣To remedy solve this problem , we

propose suggest a new interpolation method , which uses artificial
that helps us to estimate the value of the newly generated pixels using
a neural network to determine the optimal values of interpolated
pixels .

∣
∣The experimental experiment ’s results are shown presented

and evaluated analyzed .
∣
∣The We evaluate the effectiveness of our

methods is discussed by comparing with the conventional methods
them to traditional approaches .

∣
∣

Table 5 shows an example of a human reference simplification, combining the input
sentences belonging to the abstract of the document id = 130055196 retrieved for
query G01.1. Here, we show the deletions and insertions relative to the source input
sentences (in this case in the first 4 sentences).

Available training data from 2023 includes 983 sentences from scientific abstracts
plus manual simplifications [13]. These text passages were simplified either by master
students in Technical Writing and Translation or by a domain expert (a computer scien-
tist) and a professional translator (native English speaker) working together. The new
sentence-level evaluation (test) data in 2024 consists of 578 sentences.

In 2024, we expanded the training and evaluation data. In addition to sentence-level
text simplification, we will provide passage-level input and reference simplifications,
with the train data corresponding to 175 abstracts with corresponding human simplifi-
cations. The new abstract-level evaluation (test) data in 2024 consists of 103 abstracts.

Evaluation. In 2024, we emphasize large-scale automatic evaluation measures (SARI,
BLEU, compression, readability) that provide a reusable test collection. This automatic
evaluation will be supplemented with a detailed human evaluation of other aspects,
essential for deeper analysis. Almost all participants used generative models for text
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simplification, yet existing evaluation measures are blind to potential hallucinations
with extra or distorted content [13]. In 2024, we provide further analysis of ways to
detect and quantify spurious content in the output, potentially corresponding to what is
informally called “hallucinations”.

4.2 Participant’s Approaches

A total of 15 teams submitted 83 runs in total.

AB/DPV. Varadi and Bartulović [40] submitted one run for Task 3. Their approach is
an LSTM model for the sentence-level task.

Sharigans. Ali et al. [2] submitted a total of two runs for Task 3. Their approach is a
GPT-3.5 model for both the sentence-level and abstract-level tasks.

Tomislav/Rowan. Mann and Mikulandric [27] submitted a total of two runs for Task 3.
Their approach is the LLama 2 model with a range of prompts and post-processing for
both the sentence-level and abstract-level tasks.

Petra/Diana. Elagina and Vučić [10] submitted one run for Task 3. Their approach is a
LLaMA model for the sentence-level task.

Dajana/Katya submitted one run for Task 3. Their approach which follows standard
text simplification approaches is applied to the sentence-level task.

AIIRLab Largey et al. [25] submitted a total of eight runs for Task 3. Their approach
uses LLaMA3 and Mistral models with different prompting and fine-tuning, for both
the sentence-level and abstract-level tasks.

UBO Vendeville et al. [41] submitted a total of four runs for Task 3. Their approach
is to prompt a smaller Phi3 model for lexical and grammatical text simplifications, for
both the sentence-level and abstract-level tasks.

UAmsterdam Bakker et al. [4] submitted a total of ten runs for Task 3. They experiment
with GPT-2, and Wiki and Cochrane-trained models at the sentence, paragraph, and
document-level text simplification, for both sentence-level and document-level tasks.

UZHPandas Michail et al. [28] submitted a total of ten runs for Task 3. They experiment
with a multi-prompt Minimum Bayes Risk (MBR) decoding approach to the sentence-
level task.

Elsevier Capari et al. [5] submitted a total of ten runs for Task 3. Their approach is
based on a GPT-3.5 model experimenting with zero-shot and few-shot prompts for both
sentence-level and abstract-level tasks.

Frane/Andrea submitted one run for Task 3. Their approach which follows standard text
simplification approaches is applied to the sentence-level task.

Arampatzis. (No paper received) submitted a total of eight runs for Task 3. Their app-
roach is a range of models (DistilBERT, T5) for both the sentence-level and abstract-
level tasks.
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Ruby. (No paper received) submitted two runs for Task 3. Their approach uses standard
models for both sentence-level and abstract-level tasks.

SONAR. (No paper received) submitted a single run for Task 3. Their approach is a
standard model for the sentence-level task.

PiTheory. (No paper with run details received) submitted a total of twenty runs for
Task 3. Their approach uses pre-trained BART and T5 models but contains very few
results for both the sentence-level and abstract-level tasks.

4.3 Results

This section details the results of the task, for both sentence-level and abstract-level test
simplification subtasks.

Table 6. Results for CLEF 2024 SimpleText Task 3.1 sentence-level text simplification (task
number removed from the run id) on the test set

run id count FKGL SARI BLEU Compression ratio Sentence splits Levenshtein similarity Exact copies Additions proportion Deletions proportion Lexical complexity score

Source 578 13.65 12.02 19.76 1 1 1 1 0 0 8.8

Reference 578 8.86 100 100 0.7 1.06 0.6 0.01 0.27 0.54 8.51

Elsevier run1 578 10.33 43.63 10.68 0.87 1.06 0.59 0.00 0.45 0.53 8.39

Elsevier run4 577 11.73 43.14 12.08 0.85 1.00 0.63 0.00 0.37 0.50 8.54

Elsevier run8 577 12.40 42.95 12.35 0.90 1.02 0.63 0.00 0.35 0.50 8.66

Elsevier run6 577 12.65 42.88 11.76 0.95 1.00 0.64 0.00 0.38 0.47 8.63

Elsevier run7 577 12.55 42.87 12.20 0.87 1.00 0.63 0.00 0.35 0.51 8.67

Elsevier run9 577 12.53 42.61 12.15 0.87 1.00 0.63 0.00 0.35 0.50 8.67

Elsevier run3 577 11.50 42.58 15.75 0.76 0.98 0.68 0.00 0.23 0.46 8.68

Elsevier run10 577 12.57 42.49 11.91 0.91 1.02 0.63 0.00 0.34 0.50 8.67

AIIRLab llama-3-8b run1 578 8.39 40.58 7.53 0.90 1.37 0.56 0.00 0.48 0.58 8.45

AIIRLab llama-3-8b run3 578 9.47 40.36 6.26 1.17 1.52 0.53 0.00 0.53 0.56 8.51

AIIRLab llama-3-8b run2 578 10.33 39.76 5.46 1.03 1.19 0.51 0.00 0.60 0.56 8.34

UZHPandas simple cot 578 13.74 39.59 3.38 3.44 2.67 0.41 0.00 0.76 0.12 8.61

UZHPandas simple 578 11.24 39.28 5.67 0.88 0.98 0.52 0.00 0.53 0.62 8.45

Sharingans finetuned 578 11.39 38.61 18.18 0.83 1.07 0.77 0.11 0.16 0.32 8.70

UZHPandas selection sle cot 578 6.49 38.38 1.03 4.76 6.26 0.30 0.00 0.89 0.14 8.30

UZHPandas simple inter def 578 21.36 38.29 3.13 1.93 0.99 0.46 0.00 0.69 0.33 8.86

UZHPandas selection lens cot 578 6.74 38.16 1.10 4.54 5.88 0.32 0.00 0.87 0.14 8.32

UZHPandas 5Y target cot 578 6.39 37.95 0.97 4.73 6.25 0.30 0.00 0.89 0.14 8.30

UZHPandas selection lens 578 21.29 37.79 2.71 1.97 1.01 0.44 0.00 0.71 0.34 8.85

UBO Phi4mini-s 578 8.74 36.78 0.58 18.23 23.48 0.47 0.00 0.66 0.29 8.89

UZHPandas selection lens 1 578 7.79 36.72 3.65 0.72 0.98 0.46 0.00 0.54 0.73 8.25

UBO Phi4mini-sl 578 6.16 36.53 0.61 6.92 9.81 0.38 0.00 0.80 0.42 8.72

UZHPandas 5Y target inter def 578 19.30 36.53 2.27 1.76 1.01 0.45 0.00 0.70 0.41 8.87

UZHPandas selection sle 578 6.07 35.30 2.57 0.65 0.98 0.43 0.00 0.56 0.78 8.17

UZHPandas 5Y target 578 5.94 34.91 2.29 0.66 0.99 0.43 0.00 0.57 0.78 8.17

RubyAiYoungTeam 578 8.76 34.40 15.37 0.60 1.22 0.69 0.03 0.05 0.44 8.71

SONAR SONARnonlinreg 578 13.14 32.12 18.41 0.97 1.01 0.93 0.13 0.11 0.13 8.73

UAms GPT2 Check 578 11.47 29.91 15.10 1.02 1.23 0.87 0.14 0.17 0.14 8.68

UAms GPT2 578 10.91 29.73 13.07 1.30 1.50 0.79 0.06 0.29 0.12 8.63

Arampatzis T5 578 13.18 28.92 10.66 1.12 1.10 0.72 0.03 0.34 0.37 9.06

UAms Wiki BART Snt 578 12.13 27.45 21.56 0.85 0.99 0.89 0.32 0.02 0.16 8.73

Arampatzis DistilBERT 578 5.85 19.00 13.56 1.03 3.00 0.95 0.00 0.22 0.11 8.65

UAms Cochrane BART Snt 578 13.22 18.45 19.21 0.95 0.99 0.96 0.59 0.02 0.07 8.77

Arampatzis METHOD 578 13.65 12.12 19.77 1.00 1.00 1.00 0.99 0.00 0.00 8.80

4.4 Task 3.1: Sentence-Level Scientific Text Simplification

Table 6 shows the Task 3.1 (sentence-level text simplification) results. The table is
restricted to submissions covering a sufficient number of input sentences. We show
a number of evaluation scores against the human reference simplifications, in particular
SARI and BLEU. In addition, we provide additional text statistics on the system output
such as FKGL, and a comparison to the source input.
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We make a number of observations. First, the table is sorted on SARI, the main auto-
matic text simplification measure used in the track. We observe SARI scores of 30+ %
for the majority of systems and 40+ % for the top-scoring systems. This high overlap
with the human reference simplifications is encouraging and indicates that the effec-
tiveness of text simplification approaches, traditionally trained on youth news reading
corpora like Newsela, also extends to scientific text.

Second, in terms of the level of text complexity, readability measures like FKGL
provide a rough indicator of lexical and grammatical complexity. The original sentences
have an FKGL of 13–14 corresponding to university-level text, and the majority of sys-
tems reduce this to an FKGL of 11–12 corresponding to the exit level of compulsory
education. This is an encouraging result, as it indicates that the scientific text simplifi-
cation approach can be a viable approach to lower the textual complexity of scientific
text toward the range acceptable by a layperson. Although this is positive indicator, this
approximate measure does not take into account terminological complexities as studied
in Task 2, or ways to retrieve all and only more accessible abstracts in Task 1 [14].

Third, the table includes various other scores that indicate that there is still con-
siderable room for improvement in scientific text simplification. Throughout the table
the BLEU evaluation measure remains very low, and leads to a different ranking of
systems with some of the best systems on BLEU demonstrating superior overlap with
the human reference simplifications. The table also reveals some runs with very high
“compression” ratios and sentence splits, as well as high proportions of additions. While
evaluation measures like SARI are essential for understanding important aspects of text
simplification output quality, they are also known to be relative insensitive to content
outside the intersection with the manual text simplifications. Hence high levels of inser-
tion of content can still lead to favorable SARI scores, and even improve text statistics
like FKGL, without conveying key content of the original text.

4.5 Task 3.2: Abstract-Level Scientific Text Simplification

Table 7 shows the Task 3.2 (abstract-level text simplification) results. Again we restrict
the table to submissions covering a sufficient number of input abstracts.

Table 7. Results for CLEF 2024 SimpleText Task 3.2 abstract-level text simplification (task num-
ber removed from the run id) on the test set

run id count FKGL SARI BLEU Compression ratio Sentence splits Levenshtein similarity Exact copies Additions proportion Deletions proportion Lexical complexity score

Source 103 13.64 12.81 21.36 1 1 1 1 0 0 8.88

Reference 103 8.91 100 100 0.67 1.04 0.6 0 0.23 0.53 8.66

AIIRLab llama-3-8b run1 103 9.07 43.44 11.73 1.01 1.38 0.51 0.00 0.37 0.56 8.57

AIIRLab llama-3-8b run3 103 10.17 43.21 11.03 1.15 1.47 0.52 0.00 0.40 0.51 8.66

Elsevier run2 103 11.01 42.47 10.54 1.04 1.22 0.51 0.00 0.38 0.55 8.60

AIIRLab llama-3-8b run2 103 10.22 42.19 7.99 1.31 1.38 0.48 0.00 0.53 0.52 8.44

Elsevier run5 103 12.08 42.15 10.96 1.04 1.15 0.52 0.00 0.36 0.53 8.75

Sharingans finetuned 103 11.53 40.96 18.29 1.20 1.39 0.65 0.00 0.24 0.34 8.80

UBO Phi4mini-ls 103 8.45 38.79 5.53 1.21 1.75 0.43 0.00 0.40 0.63 8.53

UBO Phi4mini-l 103 9.96 38.41 10.01 1.29 2.11 0.55 0.00 0.24 0.51 9.03

UAms GPT2 Check Abs 103 12.85 36.47 13.12 0.91 0.92 0.59 0.00 0.18 0.45 8.73

UAms Cochrane BART Doc 103 14.46 33.51 9.39 0.65 0.58 0.54 0.04 0.06 0.53 8.80

UAms Cochrane BART Par 103 16.53 31.58 15.40 1.08 0.80 0.67 0.04 0.15 0.32 8.81

UAms GPT2 Check Snt 103 11.57 30.71 15.24 1.54 1.70 0.78 0.00 0.27 0.13 8.77

Arampatzis METHOD 103 0.00 28.28 0.00 0.00 0.00 0.00 0.00 0.00 1.00 10.82

Arampatzis T5 103 0.00 28.28 0.00 0.00 0.00 0.00 0.00 0.00 1.00 10.82

Arampatzis DistilBERT 103 0.00 28.28 0.00 0.00 0.00 0.00 0.00 0.00 1.00 10.82

UAms Wiki BART Doc 103 15.68 26.50 15.11 1.51 1.14 0.76 0.01 0.25 0.11 8.79

UAms Wiki BART Par 103 13.11 23.92 19.49 1.39 1.37 0.81 0.01 0.11 0.10 8.86
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We make a number of observations. First, in terms of evaluation measures like
SARI we see again similar encouraging performance levels when evaluating against
the human reference simplifications. This is partly due to the use of proven sentence-
level text simplification models with the output merged back into the entire abstract.
Second, there remains room for improvement in capturing the human simplifications
more closely, as the BLEU score remains low throughout. Here, the more conservative
approaches seem to obtain better scores. Third, we see less extreme values on the other
indicators, but still considerable variation in the compression ratio and number of splits,
and proportions of addition and deletions. We will investigate how much of the output
is grounded in the source sentences and abstracts below.

Many submissions rely on proven sentence-level text simplification approaches,
with results closely mirroring those observed for the sentence-level task. It is encourag-
ing to see solid performance for the approaches that perform text simplification at the
entire abstracts in one pass. This holds the promise to incorporate the discourse struc-
ture, use more complex text simplifications operations such as deletions and merges,
and deploy planner-based approaches to the text simplification of long documents.

4.6 Analysis

We conduct a deeper analysis of how much of the generated simplified output sentences
and abstracts can be traced to the source input. In particular, we look at spurious gen-
erated content and it’s prevalence in the submitted generated text simplifications. This
content is at risk of being introduced gratuitously by the generative model, and what is
informally referred to as “hallucinations.”

Table 8. Example of SimpleText Task 3 output versus input: deletions, insertions, and whole
sentence insertions

Topic Document Output

G01.1 130055196 As various kinds of output devices emerged , such as
highresolution printers or a display of PDA ( Personal Digital
Assistant ) , the . The importance of high-quality resolution
conversion has been increasing .

∣
∣This paper proposes a new

method for enlarging an image with high quality . It will involve
using a combination of high-speed imaging and high-resolution
video .

∣
∣One of the largest biggest problems on image enlargement

is the exaggeration of the jaggy edges . This is especially true
when the image is enlarged , as in this case .

∣
∣To remedy this

problem , we propose a new interpolation method , which . This
method uses artificial neural network to determine the optimal
values of interpolated pixels .

∣
∣The experimental results are shown

and evaluated . The results are compared to other studies and
found to be inconclusive .

∣
∣The effectiveness of our methods is

discussed by comparing with the conventional methods . Our
methods are designed to help people with mental health problems ,
not just as a way to cure them .

∣
∣
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Earlier in Table 5, we showed an example of a human reference simplification, com-
bining the input sentences belonging to the abstract of the document id = 130055196
retrieved for query G01.1. We can do the same for the automatically generated scientific
text simplifications. We show again the deletions and insertions relative to the source
input sentences. Table 8 shows an example output simplification of one of the partici-
pating teams, for the same input sentences as in Table 5 above. Most simplifications are
revisions of the input, but we also observe that sometimes an entire sentence is inserted
(shown as xxx in Table 8).

We provide a detailed analysis quantifying the prevalence of spurious content in
the CLEF 2024 SimpleText Task 3 Overview paper [17]. We re-aligned the generated
output with the original source sentences, and flag here only entire output sentences
that do not share a single token with the input. The example in Table 8 is an extreme
case picked to illustrate both the importance and complexity of detecting such spurious
content. However, our analysis reveals that the amount of spurious content is varying
but far from infrequent. A total of 17 out 36 submissions (47%) have spurious whole
sentences in at least 10% of the input sentences. In fact, 14 (39%) submissions in at
least 20% of the input, and 7 (19%) submissions in at least 50% of the input sentences.
The detection of non-aligned output sentences is indicative but imperfect. For example,
significant reordering of content may lead to false positives in rare cases, and unusual
tokenization or formatting may affect the alignment with the source even systematically.
Note also that the detected additions may introduce helpful background knowledge or
other useful information to contextualize the information in the source sentences.

We make a number of observations based on our analysis in this section. First, the
fraction of sentences with spurious content is very low for some submissions, however,
for other submissions, the fraction is very substantial. Second, the standard evaluation
measures used for text simplification, and in fact for any text generation task in NLP,
do not take this aspect into account. A submission with significant spurious content can
still obtain very high text overlap with the reference, and hence obtain a very high per-
formance score. Third, and more generally, human evaluation and this type of analysis
feel crucial to accurately evaluate generative models for the NLP and IR challenges
addressed in our Track and in CLEF in general.

This concludes the results for the CLEF 2024 SimpleText Task 3: Text Simplifica-
tion on Simplify Scientific Text. Our main findings are the following: First, we observe
competitive performance for scientific text simplification, both on evaluation against the
human reference simplifications and on text statistics such as FKGL readability score.
Second, the abstract-level text simplification results is a mixture of sentence-level and
passage-level text simplification approaches. Third, our analysis reveals a very high and
varying range of spurious text generation, not detected by standard evaluation measures,
and a major concern in the use of these model in a real-world setting. More generally,
almost all participants use generative models (for the task, the track, and CLEF in gen-
eral), and the track offers a unique setting to study some of the inherent limitations of
generative models. We refer the reader to the CLEF 2024 SimpleText Task 3 Overview
paper [17] for further details and discussion.
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5 Task 4: Tracking the State-of-the-Art in Scholarly Publications

This section details Task 4: SOTA? on Tracking the State-of-the-Art in Scholarly Publi-
cations.

5.1 Description

In Artificial Intelligence (AI), a common research objective is the development of new
models that can report state-of-the-art (SOTA) performance. The reporting usually com-
prises four integral elements: Task, Dataset, Metric, and Score. These (Task, Dataset,
Metric, Score) tuples coming from various AI research papers go on to power leader-
boards in the community. Leaderboards, akin to scoreboards, traditionally curated by
the community, are platforms displaying various AI model scores for specific tasks,
datasets, and metrics. Examples of such platforms include the benchmarks feature on
the Open Research Knowledge Graph and Papers with Code (PwC). Utilizing text min-
ing techniques allows for a transition from the conventional community-based leader-
board curation to an automated text mining approach. Consequently, the goal of Task 4:
SOTA? is to develop systems which given the full text of an AI paper, are capable of
recognizing whether an incoming AI paper indeed reports model scores on benchmark
datasets, and if so, to extract all pertinent (Task, Dataset, Metric, Score) tuples presented
within the paper.

Data. The training and test datasets for this task are derived from community-curated
(T, D, M, S) annotations for thousands of AI articles available on PwC (CC BY-SA). We
will utilize the dataset obtained from our prior work, specifically the PwC source down-
loaded on May 10, 2021 [20,23], which comprised over 7,500 articles. These articles,
originally sourced from arXiv under CC-BY licenses, are available in TEI XML for-
mat, each accompanied by one or more (T, D, M, S) annotations from PwC. While our
previous work employed dataset splits for two-fold cross-validation experiments, for
the SimpleText Task 4, we will establish new 70/30 train/test splits, providing approx-
imately 5,000 annotated articles for participant training. A preliminary version of our
training dataset can be accessed on Github https://github.com/jd-coderepos/sota.

The test set will strategically include only those articles with TDMs seen in the
training set, creating a few-shot evaluation setting. Furthermore, in our subsequent
research [21], we explored a zero-shot evaluation setting, wherein the dataset contained
articles with at least one T, D, or M not seen in the model’s training set. Thus in addi-
tion to the few-shot evaluation, we intend to introduce a second evaluation setting for
Task 4, evaluating models in a zero-shot context, for which a new test dataset will be
created. Finally, ongoing efforts involve expanding the primary task corpus by incor-
porating approximately 1,500 articles into both the train and test sets that do not report
leaderboards. These articles will be annotated with the unknown label. Consequently,
systems developed in our shared task will have comprehensive applicability to any AI
article, extracting (T, D, M, S) annotations for articles that contain them and assigning
unknown for those that do not.

Evaluation. As discussed above, in Task 4 participant systems will be evaluated in the
two evaluation settings. For Few-shot evaluation, trained systems will have to predict

https://orkg.org/benchmarks
https://orkg.org/
https://paperswithcode.com/
https://github.com/jd-coderepos/sota
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(T, D, M, S) annotations on a new collection of articles’ full-text. The labels in the gold
dataset will include only (T, D, M, S)’s seen at least once in training. For Zero-shot
evaluation, the task is as above with a different collection of articles, which have (T, D,
M, S) with unseen T, D, or M in the training set. In both settings, the standard recall,
precision, and F-score metrics will be used to report scores to the participant systems.

5.2 Participant’s Approaches

A total of 2 teams submitted 36 runs in total.

AMATU by Staudinger et al. [36] submitted a total of three runs for the few-shot eval-
uation phase of Task 4. They submitted nine runs for the zero-shot evaluation phase
of Task 4. Their general approach to extract the (T, D, M, S) annotations were in two
main categories: 1) a pure pattern-based approach inspired after AxCell [24], and 2) an
AI-based approach using LLMs with a zero-shot prompt and a few-shot prompt tested
for GPT-3.5 [32] and Mistral-7B [19]. For the latter category, they also experimented
with variants on the input scholarly article text from which the (T, D, M, S) annotations
were expected to be extracted. This we generally refer to as the context. They tried two
context variants: 1) full paper text and 2) only the text from sections referring to exper-
iments and results, in addition to the abstract, which was pre-extracted inspired by the
Argumentative Zoning (AZ) method [38].

L3S by Kabongo et al. [22] submitted a total of 12 runs for the few-shot evaluation
phase of Task 4. They submitted 12 runs for the zero-shot evaluation phase of Task 4.
Their approach entailed leveraging the FLAN-T5 [6] strategy which encompassed fine-
tuning a pre-trained LLM with a standard set of instructions to better equip them to
handle various tasks. Leveraging the applicable instructions from the FLAN-T5 collec-
tion, they fine-tuned LLMs, viz. Mistral-7B and LLaMA 2 [39], to make them better
suited to handle the (T, D, M, S) extraction task. Furthermore, they also tested the most
recent proprietary GPT models viz. GPT-4 [1] and GPT-4o. Finally, as the information
extraction context they tried 3 different methods: DocTAET ((T)-title, (A)- abstract, (E)-
experimental setup, and (T)-tabular information parts of the full-text), DocREC (text
selected from the sections named (R)-results, (E)-experiments, and (C)-conclusions),
and DocFULL (full paper text). Resultingly, for each evaluation phase they submitted a
total of 4 models x 3 contexts = 12 runs.

5.3 Results

Table 9 and Table 10 present a summary of the results from the two teams. Overall, given
Team AMATU’s approaches, the pattern-based method proved a competitive solution to
the SOTA challenge, in comparison to advanced LLM-based solutions. While the LLM
solution did outperform the pattern-based approach the difference was minor. Further-
more, comparing the zero-shot versus few-shot paradigms, the LLMs were significantly
more effective in the few-shot setting i.e. when shown successful task completion out-
puts. Also, the LLM performed significantly better when given the full paper text as
input from which to extract (T, D, M, S) as opposed to given selective text using the AZ
method.
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Table 9. Evaluation results for the binary classification or filtering of papers with and with-
out leaderboards (reported as General Accuracy) and as a structured summary generation task
(reported with ROUGE metrics). Team AMATU’s few-shot evaluation results are reported for
AxCell and their zero-shot evaluation results are reported for GPT-3.5 via the few-shot prompting
paradigm. Team L3S’s results are reported for Mistral-7B finetuned with the DocTAET context.
The best results are shown in bold.

Few-shot Zero-shot

Rouge Gen. Rouge Gen.

1 2 L Lsum Acc. 1 2 L Lsum Acc.

AMATU 58.34 12.98 57.34 54.4 75.59 73.72 6.07 72.72 72.57 85.93

L3S 57.24 19.67 56.28 56.19 89.68 73.54 12.23 73.01 72.95 95.97

Table 10. Evaluation results w.r.t. the individual (Task, Dataset, Metric, Score) elements and
Overall in terms of F1 score. Team AMATU’s few-shot evaluation results are reported for
AxCell and their zero-shot evaluation results are reported for GPT-3.5 via the few-shot prompting
paradigm. Team L3S’s results are reported for Mistral-7B finetuned with the DocTAET context.
The best results are shown in bold.

Model Mode Few-shot Zero-shot

T D M S Overall T D M S Overall

AMATU Exact 27.11 23.22 24.85 9.34 21.13 10.01 13.16 11.65 9.85 11.16

Partial 28.08 24.92 25.8 10.86 22.62 16.12 17.12 13.72 11.1 14.52

L3S Exact 33.38 18.51 24.23 1.87 19.50 26.99 14.32 22.04 1.20 16.14

Partial 46.35 32.75 34.16 2.25 28.88 44.90 27.29 32.23 1.41 26.46

For Team L3S, in both the evaluation phases, their model results showed that mini-
mal finetuning of relatively smaller LLMs, specifically Mistral-7B, equips them for (T,
D, M, S) extraction task surpassing the performance of LLMs, specifically the latest
GPT-4 proprietary models, with a significantly more vast parameter space. The overall
best results even for the extraction of the (T, D, M, S) elements was obtained by Mistral
given the DocTAET context.

Comparing Team AMATU and Team L3S, none of the systems from the former
team were finetuned to the task. Thus Team AMATU presents novel insights into the
community to leveraging LLM’s effectively for the (T, D, M, S) extraction objective
using clever prompt engineering strategies that shows comparable performans to the
latter teams’ computationally intensive finetuning approach. It maybe that finetuning
would be essential to create the most optimal model, however, from the team’s solutions
the importance prompt engineering for effective downstream performance is clearly
emphasized.

This concludes the results for the CLEF 2024 SimpleText Task 4: SOTA? on Track-
ing the State-of-the-Art in Scholarly Publications. Our main findings are the following:
First, effective prompting paradigms should be a go-to strategy to test LLMs out-of-the-
box for the SOTA? shared task objective. Second, finetuning small-scale models makes
them better able to handle the SOTA? objective than larger-scale LLMs known for their
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generative AI abilities when simply applied to the IE task. Third, the paper context over
which the IE task is expected to be performed must have an ideal balance of length ver-
sus selectivity of specific sections in the paper that indeed are highly likely to contain
mentions of the (T, D, M, S). On the extreme end of the spectrum, using the full paper
text without effective context selection hinders and seems to distract the LLM down-
stream IE task performance. We refer the reader to the CLEF 2024 SimpleText Task 4
Overview paper [9] for further details and discussion.

6 Conclusions

This paper described the setup of the CLEF 2024 SimpleText track, which contains four
interconnected tasks on scientific text summarization and simplification. More detailed
discussion on each of the tracks can be found in the task overview papers: Task 1 on
Content Selection [35]; Task 2 on Complexity Spotting [31]; Task 3 on Text Simplifica-
tion [17]; and Task 4 on SOTA? [9].

The main aim of our track, and the CLEF evaluation forum as a whole, is i) to con-
struct corpora and evaluation resources to stimulate research on scientific text summa-
rization and simplification, and ii) to foster a community of IR, NLP, and AI researchers
working together on the important task of making science more accessible for everyone.

Within the CLEF 2024 SimpleText track, we have constructed extensive corpora
and manually labeled evaluation data. First, a large corpus of over 4 million scien-
tific abstracts that can be used for popular science search requests, with corresponding
relevance judgments. Second, scientific terms from sentences coming from scientific
abstracts with manually attributed difficulty scores and terminology expert provided
explanations and definitions. Third, a parallel corpus of manually simplified sentences
and abstracts from the scientific literature. Fourth, a corpus for extracting key per-
formance indicators on standard benchmarking data from full text scientific papers.
These reusable corpora and evaluation resources are available to participants and other
researchers who want to work on the important problem of making scientific informa-
tion open and easily accessible for everyone.

In terms of a building a community researching scientific text summarization and
simplification, the track saw a record attendance in 2024: with a fourth information
extraction task added, more runs submitted with the largest number of participating
teams ever. In fact, the community is broadening beyond CLEF and raising general
interest in generative scientific text summarization and simplification [30].
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Abstract. This paper is a condensed overview of Touché: the fifth edi-
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1 Introduction

Decision-making and opinion-forming are everyday tasks, for which everybody
has the chance to acquire knowledge on the Web on almost every topic. How-
ever, conventional search engines are primarily optimized for returning relevant
results, which is insufficient for collecting and weighing the pros and cons for a
topic. To close this gap of technologies that support people in decision-making
and opinion-forming, the Touché lab’s shared tasks1 (https://touche.webis.de)
call for the research community to develop respective approaches. In 2024, we
organized the three following shared tasks:

1. Human Value Detection (a continuation of ValueEval’23 @ SemEval [38])
features two subtasks in ethical argumentation of detecting human values in
texts and their attainment, respectively.

2. Ideology and Power Identification in Parliamentary Debates features two sub-
tasks in debate analysis of detecting the ideology and position of power of the
speaker’s party, respectively (new task).

3. Image Retrieval/Generation for Arguments (third edition, now joint task with
ImageCLEF) is about the retrieval or generation of images to help convey an
argument’s premise.

In total, 20 teams participated in Touché in 2024. Nine teams participated in
the human value detection task (cf. Sect. 4)—of which six submitted a note-
book paper—and submitted 21 runs. Most teams integrated DeBERTa [32],
RoBERTa [46], or the multi-lingual XLM-RoBERTa [12]. Only one team
employed a generative approach (employing GPT-4o). Nine teams participated
in the multilingual ideology and power identification task (cf. Sect. 5) and sub-
mitted 52 runs. The majority of teams participated in both subtasks. While
traditional machine learning methods like support vector classifiers or logistic
regression with n-gram features were more common among participating teams,
higher-scores were typically obtained by teams using pretrained models. The
two teams that participated in the image retrieval/generation task used similar-
ity embeddings between images and text. One team used CLIP [58], the other
a DPR [35] inspired approach. The corpora, topics, and judgments created at
Touché are freely available to the research community on the lab’s website.2

2 Related Work

Argumentation systems are diverse and are connected to many fields within and
outside of computer science. The following sections review the related work for
each Touché task of 2024.

1 ‘touché’ confirms “a hit in fencing or the success or appropriateness of an argument,
an accusation, or a witty point.” [https://merriam-webster.com/dictionary/touche].

2 https://touche.webis.de/.

https://touche.webis.de
https://merriam-webster.com/dictionary/touche
https://touche.webis.de/
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2.1 Human Value Detection

Due to their outlined importance, human values have been studied both in the
social sciences [66] and in formal argumentation [8] for decades. According to the
former, a “value is a (1) belief (2) pertaining to desirable end states or modes of
conduct, that (3) transcends specific situations, (4) guides selection or evaluation
of behavior, people, and events, and (5) is ordered by importance relative to
other values to form a system of value priorities.” For cross-cultural analysis,
Schwartz derived 48 value questions from universal individual and societal needs,
including concepts such as obeying all the laws and being humble [67]. Based on
these taxonomies are several studies in the social sciences, which could greatly
benefit from the automated methods our task aims at [64]. See Scharfbillig et
al. [65] for a recent overview and practical insights from the social sciences.

Moreover, several works in computer science utilize values. For example,
in the context of interactive systems, to tune interactive chat-based agents or
texts in general towards morally acceptable behavior [3,45]. A related dataset is
ValueNet [57], which contains 21K one-sentence descriptions of social scenarios
(taken from SOCIAL-CHEM-101 [23]) annotated for the 10 value categories of an
earlier version of Schwartz’ value taxonomy. A major difference to the Touché24-
ValueEval dataset are the more ordinary situations in ValueNet (e.g., whether to
say “I miss mom”). Our earlier work analyzed values in short arguments [37,38].

2.2 Ideology and Power Identification

Parliamentary data has a high societal impact and provides publicly avail-
able sources for analyzing (argumentative) language. Therefore, the number of
resources based on parliamentary proceedings [22,42], and computational and
linguistics analyses of parliamentary debates [1,28] increased in recent years.

The present task is about two important aspects of the political discourse,
ideology and power. Although a simplification, political orientation on the left-
to-right spectrum has been one of the defining properties of political ideology
[5,74]. Power is another factor that shapes the political discourse [15,20,21].
Automatic identification of political orientation from texts has attracted con-
siderable interest [10,13,27,55,56], including a few recent shared tasks [25,62].
The present task differs from the earlier ones, with respect to the source mate-
rial (parliamentary debates, rather than the popular sources of social media or
news) and multilinguality. Despite its central role in critical discourse analysis, to
the best of our knowledge, power in parliamentary debates has not been studied
computationally. There has been only a few recent computational studies provid-
ing indications of linguistic differences between governing and opposition parties
[40,49,51,71]. The present shared task and associated data is likely to provide a
reference for the future studies investigating power in political discourse.

2.3 Image Retrieval/Generation for Arguments

Images are a powerful tool for visual communication. They can provide contex-
tual information and express, underline, or popularize an opinion [17], thereby
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taking the form of subjective statements [18]. Some images express both a
premise and a conclusion, making them full arguments [30,61]. Other images
may provide contextual information only and have to be combined with a textual
conclusion to form a complete argument. In this regard, a recent SemEval task
distinguished a total of 22 persuasion techniques in memes alone [16]. Moreover,
argument quality dimensions like acceptability, credibility, emotional appeal, and
sufficiency [75] all apply to arguments that include images as well.

3 Lab Overview and Statistics

For the fifth edition of the Touché lab, we received 68 registrations from
22 countries (vs. 41 registrations in 2023). The most lab registrations came from
India (24). Out of the 68 registered teams, 20 actively participated in this year’s
Touché edition (9, 9, and 2 teams submitting valid runs for Task 1, 2, and 3,
respectively). Active teams in previous editions were: 7 in 2023, 23 in 2022, 27
in 2021, and 17 in 2020.

We used TIRA [24] as the submission platform for Touché 2024 through which
participants could either submit code, software, or run files.3 Code and software
submissions increase reproducibility, as the software can later be executed on
different data of the same format. To submit software, a team implemented
their approach in a Docker image that they then uploaded to their dedicated
Docker registry in TIRA. Software submissions in TIRA are immutable, and after
the docker image had been submitted, the teams specified the to-be-executed
command—the same Docker image can thus be used for multiple software sub-
missions (e.g., by changing some parameters). A team could upload as many
Docker images or software submissions as they liked; only they and TIRA had
access to their dedicated Docker image registry (i.e., the images were not public
while the shared task was ongoing). To improve reproducibility, TIRA executes
software in a sandbox by removing the internet connection (ensuring that the
software is fully installed in the Docker image which eases rerunning software
later, as libraries and models must be installed in an image). For the execution,
participants could select the resources that their software had available for exe-
cution, from 1 CPU core with 10GB RAM up to 5 CPU cores with 50GB RAM
and 1 Nvidia A100 GPU with 40GB RAM. Participants could run their software
multiple times using different resources to study the scalability and reproducibil-
ity (e.g., whether the software executed on a GPU yields the same results as on
a CPU). TIRA used a Kubernetes cluster with 1,620 CPU cores, 25.4TB RAM,
24 GeForce GTX 1080 GPUs, and 4 A100 GPUs to schedule and execute the
software submissions, to allocate the resources that the participants selected.

4 Task 1: Human Value Detection (ValueEval)

The goal of this task is to develop approaches that allow for the large-scale
analysis of human values behind texts. In argumentation, one has to consider
3 https://tira.io.

https://tira.io
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Fig. 1. The 19 values used in this task, shown in the Schwartz value taxonomy [67].

that people have different beliefs and priorities of what is generally worth striving
for (e.g., personal achievements vs. humility) and how to do so (e.g., being self-
directed vs. respecting traditions), referred to as (human) values. By analyzing
corpora of texts, for example for news portals or political parties, one can develop
an understanding of the values that the authors deem the most important.

4.1 Task Definition

The task is to identify the values of the widely accepted value taxonomy of
Schwartz [67] (cf. Fig. 1) and their attainment in long texts of nine languages
(Bulgarian, Dutch, English, French, German, Greek, Hebrew, Italian, and Turk-
ish). This taxonomy has been replicated in over 200 samples in 80 countries
and is the backbone of value research [65]. A value can either be mentioned as
something that is or should be attained (i.e., lead towards fulfilling the value)
or something that is constrained, i.e., not attained. For example, for Security,
(partial) attainment would mean that something is made safer or healthier. In
contrast, an event can be stated in a way that thwarts or constrains safety or
health. Participating teams can submit software in one or both of two sub-tasks:
(1) Given a text, for each sentence, detect which human values the sentence
refers to; and (2) Given a text, for each sentence and value this sentence refers
to, detect whether this reference (partially) attains or constrains the value.

4.2 Data Description

The task employs a collection of 2648 human-annotated texts in nine languages
from news articles and political manifestos. Texts are sampled to reflect diverse
opinions (different parties; mainstream news and others) from 2019 to 2023. The
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Table 1. Overview of the Touché24-ValueEval dataset by language, with the respec-
tive number of texts, sentences, annotator agreement as measured by Krippendorf’s α,
and the thousandths of these sentences with any or a specific value (attained or con-
strained). Languages are Bulgarian (BE), German (DE), Greek (EL), English (EN),
French (FR), Hebrew (HE), Italian (IT), Dutch (NL), and Turkish (TR).

data is annotated as part of the ValuesML project4 by over 70 value scholars. The
annotators marked segments in the texts, selected from 19 values the one that
the segment refers to most, and selected whether the segment (partially) attains
or constrains the value, or whether it is unclear if it attains or constrains it. Ded-
icated team leaders per language trained the respective annotators, consolidated
annotations into a single ground truth, and discussed sentences were annota-
tors disagreed (measured continuously by us) in their language teams. The team
leaders discussed issues with us in bi-weekly meetings. Moreover, we discussed
with the team leaders the current holistic inter-annotator agreement [70] and
its change compared to the previous meeting to monitor annotation quality and
coherence across documents and languages. To measure annotator agreement,
we computed Krippendorf’s α before curation for all language teams individu-
ally and overall (cf. Table 1). We see this agreement as sufficient, and belief that
the curation process increased the annotation quality even further.

For Touché, the dataset is automatically split into sentences using Trankit
version 1.1.1 [52] (cf. Table 2 for the sentence-based dataset format). The dataset
is provided both in the original language and automatically translated to English,

4 https://knowledge4policy.ec.europa.eu/projects-activities/valuesml-unravelling-
expressed-values-media-informed-policy-making_en.

https://knowledge4policy.ec.europa.eu/projects-activities/valuesml-unravelling-expressed-values-media-informed-policy-making_en
https://knowledge4policy.ec.europa.eu/projects-activities/valuesml-unravelling-expressed-values-media-informed-policy-making_en
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Table 2. Excerpt of the dataset for the human value detection task. The dataset
comes in six directories: training, validation, and test data for both the original multi-
lingual dataset and its automatic translation to English. Each directory contains a
sentences.tsv where each row corresponds to one sentence. The training and vali-
dation directories also each contain a labels.tsv where each row corresponds to a
sentence in sentences.tsv and columns 3–40 correspond to labels (attained and con-
strained for each of the 19 values). Label values in the labels.tsv are either 1.0 if the
sentence refers to that value and attainment polarity, 0.0 if it does not, or 0.5 if the
sentence refers to that value but the attainment polarity is unclear (0.2% of cases).

sentences.tsv (3 columns)

Text-ID Sentence-ID Text

EN_012 1 Who designed global guidelines for puberty blockers?
EN_012 2 More and more children and young people believe they have to question their gender . . .
EN_012 3 Some 60 minors were treated in the Netherlands in 2010, but has increased to around . . .

labels.tsv (40 columns)

Text-ID Sentence-ID Self-direction: thought attained Self-direction: thought constrained . . .

EN_012 1 0.0 0.0 . . .
EN_012 2 1.0 0.0 . . .
EN_012 3 0.0 0.0 . . .

either using DeepL or, for Hebrew, Google Translate.5 The dataset is split into
sets by texts, so that 60% of sentences are in the training set, 20% in the vali-
dation set, and 20% in the test set.6

Table 1 shows the size of the dataset for each language and the value dis-
tribution. The number of texts per language are between 219 (French) and
408 (English). The number of sentences per language are between 4 650 (French)
and 11 133 (Turkish). Only 30.4% of the French sentences are annotated as refer-
ring to a value, but 85.9% of Hebrew sentences. The least frequent value overall
is Humility (0.2%) and the most frequent one is Security: societal (8.6%). This
in-balance between languages and values makes the multi-label classification
problem especially challenging.

4.3 Participant Approaches

In 2024, nine teams participated in this task (of which six submitted a notebook
paper) and submitted 21 runs. Moreover, we added two baseline runs for com-
parison. Five of the six teams that submitted a paper relied on DeBERTa [32],
RoBERTa [46], or the multi-lingual XLM-RoBERTa [12]. The other team (Eric
Fromm) used GPT-4o.7 Two teams work with the multi-lingual dataset (Arthur
Schopenhauer, Hierocles of Alexandria) whereas the others use the English trans-

5 https://www.deepl.com/pro-api and https://cloud.google.com/translate.
6 Dataset: https://zenodo.org/doi/10.5281/zenodo.10396293.
7 https://openai.com/index/hello-gpt-4o/.

https://www.deepl.com/pro-api
https://cloud.google.com/translate
https://zenodo.org/doi/10.5281/zenodo.10396293
https://openai.com/index/hello-gpt-4o/
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lations only. Only one team (Hierocles of Alexandria) used the sentence sequence,
whereas the other teams classified each sentence individually.

Baselines. We provide two baselines, that also served to kickstart the partici-
pants’ approaches:8 (1) a random baseline that assigns a (uniformly) random
value “confidence” to each value for each sentence in subtask 1 and randomly
distributes this confidence between attained and constrained for subtask 2; and
(2) a BERT [14] baseline with a multi-label classification head for all 38 combi-
nations of value and attainment.

Team Arthur Schopenhauer [77].9 The team used the multi-lingual dataset and
analyzed the sentences independently. They approached subtask 1 as a classifi-
cation problem. A no-label class was added for sentences without assigned value,
and sentences with Humility were ignored due to the scarcity of that value. The
6% of sentences with more than one assigned value were ignored, as well. Dif-
ferent models were fine-tuned for English texts (deberta-v2-xxlarge [32]) and
others (xlm-roberta-large [12]). In both cases, an ensemble with a thresholded
soft voting scheme of four models was employed: one model for each combination
of two seeds and two loss functions. For loss functions the authors report that
cross entropy lead to higher results in their preliminary tests for frequent values
but weighted cross entropy did so for infrequent values. The team approached
subtask 2 as a binary classification problem, ignoring the few sentences with
unknown attainment. Their approach is otherwise the same as for subtask 1,
except that only a single model was employed instead of an ensemble (with
cross entropy loss) based on results from their preliminary tests.

Team Edward Said [7]. The team used the English translations of the dataset
and analyzed the sentences independently. To counter the label imbalance, the
team upsampled sentences by a factor of four if the associated label is one of
14 underrepresented labels (value + attainment). They selected these 14 labels
out of the 38 labels if the label was infrequent in total or in comparison to the
other label for the same value (but different attainment). They then fine-tuned
a RoBERTa [46] and DeBERTa [32] model for multi-label classification.

Team Eric Fromm [50]. The team used the English translations of the dataset
and analyzed the sentences independently. They employed GPT-4o for zero-shot
classification, prompting it with the 19 value descriptions from the annotator’s
guide to select one or none for each sentence. They did not tackle subtask 2.

Team Hierocles of Alexandria [41].10 The team used both the multi-lingual
dataset and English translations and incorporated sentence sequence informa-
tion. More specifically, their approach predicts values for a sentence from an

8 https://github.com/touche-webis-de/touche-code/tree/main/clef24/human-value-
detection/approaches.

9 Code: https://github.com/h-uns/clef2024-human-value-detection.
10 Code: https://github.com/SotirisLegkas/Touche-ValueEval24-Hierocles-of-

Alexandria.

https://github.com/touche-webis-de/touche-code/tree/main/clef24/human-value-detection/approaches
https://github.com/touche-webis-de/touche-code/tree/main/clef24/human-value-detection/approaches
https://github.com/h-uns/clef2024-human-value-detection
https://github.com/SotirisLegkas/Touche-ValueEval24-Hierocles-of-Alexandria
https://github.com/SotirisLegkas/Touche-ValueEval24-Hierocles-of-Alexandria
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input text that consists of the previous two sentences concatenated with the tar-
get sentence. The two preceding sentences contained special tokens to represent
any values assigned to them. During training and validation the true labels were
employed, but during testing the predicted labels of the previous sentences were
leveraged. The team fine-tuned different RoBERTa [46] and DeBERTa [32] mod-
els for English and XLM-RoBERTa [12] models for the multi-lingual dataset,
with the best performing one being XLM-RoBERTa-xl [29]. Moreover, they
developed a custom model architecture for multi-label text classification con-
sisting of multiple classification heads. Each classification head focused on a
different language for the multi-lingual dataset. The custom model architecture
was adapted and employed for the English-translated dataset as well. After pre-
liminary experiments concerning loss functions, class weights and various thresh-
olds, they used the binary cross-entropy loss with logits as their loss function
and selected an optimal classification threshold for each value. The approach is
trained to tackle both subtasks 1 and 2.

Team Philo of Alexandria [76].11 The team used the English translations of the
dataset and analyzed the sentences independently. They approached subtask 1 as
a multi-label problem and fine-tuned DeBERTa (deberta-base [32]) after initial
experiments with several models. They employ the same base model for subtask 2
and fine-tune it to classify each text pair of sentence and human value name into
either attaining or constraining.

Team SCaLAR NITK (code name: Peter Abelard) [34]. The team used the
English translations of the dataset and analyzed the sentences independently.
They experimented with SVMs, KNNs, decision trees, hierarchical classification,
transformer models and large language models. Based on preliminary experi-
ments, they fine-tuned a RoBERTa [46] model for both subtasks (multi-label
and binary classification, respectively).

4.4 Task Evaluation

Following ValueEval’23 [38], submissions are evaluated using standard macro
F1-score over all values. The same metric is used for the new subtask 2. The
submission format has been designed so that participants submit only one run
file for both subtasks (same format as the labels.tsv), but the scores for the
subtasks are calculated independently of each other from the same file as fol-
lows. Each submission includes for each sentence and value a confidence score
(between 0 and 1) for both attained and constrained polarity. If the sum of the
two numbers is above 0.5, the submission is evaluated as having predicted that
the sentence refers to that value (subtask 1). For subtask 2, only the sentence-
value pairs are considered for which the sentence refers to the value according

11 Code: https://github.com/VictorMYeste/touche-human-value-detection
Models: https://huggingface.co/VictorYeste/deberta-based-human-value-detection
https://huggingface.co/VictorYeste/deberta-based-human-value-stance-detection
Image: docker pull victoryeste/valueeval24-philo-of-alexandria-deberta-cascading.

https://github.com/VictorMYeste/touche-human-value-detection
https://huggingface.co/VictorYeste/deberta-based-human-value-detection
https://huggingface.co/VictorYeste/deberta-based-human-value-stance-detection
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to the ground-truth. For these pairs, the submission is evaluated as having pre-
dicted the attainment polarity for which it produced the larger confidence score.

Table 3 shows the results for the best-performing approaches per team for
both subtasks. The best-performing approach for subtask 1 is the one of team
Hierocles of Alexandria that uses XLM-RoBERTa-xl, the previous sentences,
and is trained specifically for subtask 1. Overall, multilingual models performed
best, with also the second-in-place employing such a model. Rarer values are
overall detected worse, with the exception of the zero-shot approach by team
Eric Fromm (especially Humility), indicating insufficient training data. Several
teams achieved top scores for subtask 2. Overall, this binary classification task
is, as once can expect, much easier than subtask 1. However, most teams clearly
focused their efforts on subtask 1, so there is likely more room for improvement.

5 Task 2: Multilingual Ideology and Power Identification
in Parliamentary Debates

The study of parliamentary debates is crucial to understand the decision pro-
cesses in the parliaments and their societal impacts. The goal of this task is
to automatically identify two important aspects of parliamentary debates: the
political orientation of the party of the speaker, and the role of the party of the
speaker in the governance of the country or the region. Identifying these underly-
ing aspects of parliamentary debates enables automated comprehension of these
discussions, the decisions that these discussions lead to, and their consequences.

5.1 Task Definition

Both subtasks were defined as binary classification tasks: Given a parliamentary
speech, (1) predict the political orientation of the party of the speaker on the
left–right spectrum, and (2) predict whether the speaker belongs to one of the
governing parties or the opposition. The first task is relatively well studied, and
there have been some recent shared tasks on identifying political orientation
[25,62]. Unlike the earlier tasks, our data set includes multiple parliaments and
languages, and is based on parliamentary debates. To the best of our knowledge,
automatic identification of governing role—power—has not been studied earlier.

5.2 Data Description

The source of the data for this task is the ParlaMint [19], a uniformly encoded
and annotated corpus of transcripts of parliamentary speeches from multiple
national and regional parliaments.12 The transcripts are The ParlaMint ver-
sion 4.0 used for the task includes data from the following national and regional
12 Although all transcripts are obtained thorough the data published by the respective

parliaments, the method for obtaining the transcripts vary, such as scraping the web
site of the parliament, extracting from published PDF files, and obtaining through
an API provided by the parliament. For details, we refer to [19].
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Fig. 2. Overview of the Touché24 ideology and power identification dataset. The bars
show the training set for both subtasks for each parliament. Test set sizes are approx-
imately 2 000 speeches for all parliaments.

parliaments: Austria (AT), Bosnia and Herzegovina (BA), Belgium (BE), Bul-
garia (BG), Czechia (CZ), Denmark (DK), Estonia (EE), Spain (ES), Catalo-
nia (ES-CT), Galicia (ES-GA), Basque Country (ES-PV), Finland (FI), France
(FR), Great Britain (GB), Greece (GR), Croatia (HR), Hungary (HU), Ice-
land (IS), Italy (IT), Latvia (LV), The Netherlands (NL), Norway (NO), Poland
(PL), Portugal (PT), Serbia (RS), Sweden (SE), Slovenia (SI), Turkey (TR) and
Ukraine (UA). The labels for both subtasks are also coded in the ParlaMint cor-
pora. For the sake of simplicity, we formulate both tasks as binary classification
tasks. For both tasks, the main challenge in the creation of a dataset is to mini-
mize the effects of covariates. Even though the instances to classify are speeches,
the annotations are based on the party membership of the speaker. As a result,
underlying variables like party membership, or speaker identity perfectly covary
with ideology and power in most cases.

As a trade-off between data size, and for reducing the effect of covariates,
we opt for a speaker-based sampling. First, to discourage, to some extent, the
classifiers from relying on author identification, we sample at most 20 speeches of
a single speaker. This is also important for introducing variation into the dataset,
as the number of speeches from each speaker follows a power-law distribution:
While a small number of speakers tend to deliver most of the speeches, e.g.,
party or party group leaders, most speakers have relatively few speeches. The
distribution of speeches or speakers to include in training and test sets is also
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Table 3. Achieved F1-score of the best submission per team (as measured by overall
F1-score) on the test dataset for subtasks 1 and 2, and whether the submission used
the original multilingual dataset or the automatic translation to English (EN). Baseline
submissions (“Aristotle”) are shown in gray.
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Hierocles of Alexandria [41] multil. 39 15 27 30 37 45 42 49 31 42 49 46 51 24 00 34 33 47 63 27
Arthur Schopenhauer [77] multil. 35 12 24 33 35 40 37 47 24 38 46 49 50 19 00 32 31 46 60 27
Philo of Alexandria [76] EN 28 08 22 27 31 35 31 34 17 33 40 47 42 09 00 21 28 40 57 21
SCaLAR NITK [34] EN 28 05 17 27 27 38 34 38 15 34 40 41 43 07 00 23 26 37 56 16
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Lawrence Kohlberg EN 25 08 11 19 23 31 22 31 11 28 37 34 42 09 00 21 23 34 54 18
Aristotle (BERT) EN 24 00 13 24 16 32 27 35 08 24 40 46 42 00 00 18 22 37 55 02
John Shelby Spong EN 07 00 00 02 00 16 05 11 00 01 28 00 15 00 00 00 00 13 27 00
Alain Badiou EN 07 00 00 02 00 16 05 11 00 01 28 00 15 00 00 00 00 13 27 00
Aristotle (random) EN 06 02 07 05 02 11 08 10 03 04 14 03 11 03 00 05 04 09 04 02

Subtask 2

Arthur Schopenhauer [77] multil. 83 77 83 85 88 87 73 84 80 82 84 78 80 79 74 91 89 86 85 81
Edward Said [7] EN 83 77 82 85 88 88 79 80 77 84 84 85 80 80 76 90 86 85 85 78
Philo of Alexandria [76] EN 82 85 80 85 91 86 79 80 78 85 80 82 77 78 77 93 89 84 83 79
Aristotle (BERT) EN 81 83 79 86 88 84 77 80 74 84 81 78 78 79 87 89 86 85 81 78
John Shelby Spong EN 81 81 77 83 88 88 77 79 76 83 82 85 76 81 84 90 85 81 81 79
Alain Badiou EN 81 81 77 83 88 88 77 79 76 83 82 85 76 81 84 90 85 81 81 79
Hierocles of Alexandria [41] multil. 77 73 73 77 75 78 77 79 71 78 79 77 78 74 25 74 77 78 84 71
SCaLAR NITK [34] EN 77 69 72 78 73 79 77 79 71 78 81 79 77 70 70 77 76 79 80 71
Erich Fromm [50] EN 70 71 69 73 70 72 74 73 67 60 66 76 70 68 73 75 71 70 73 67
Lawrence Kohlberg EN 66 81 77 83 80 70 76 63 56 33 45 85 63 46 84 90 79 69 70 60
Aristotle (random) EN 52 51 47 54 52 53 55 53 52 52 50 54 53 49 45 53 56 52 49 56

important for proper evaluation. For the ideology task, the set of speakers in
the training and test sets are disjoint. The ideal dataset split for the power
identification task requires a different constraint: training and test sets should
include speeches from the same speaker with different power roles. To come as
close as possible to this ideal split, we opt for a best-effort training–test split.
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When possible, we make sure that the speakers in the test set are also available
in the training set with the opposite power role. Otherwise, we randomly sample
more speakers to obtain the test set.

For evaluation, we set the test set size to 2 000 instances for both subtasks
(100 to 200 speakers depending on the individual corpus and the task). Despite
multiple speeches from each speaker, due to missing annotations and the lack
of diversity of orientation in some parliaments, the disjoint speakers constraint
mentioned above results in a small number of instances in the training set for
some of the parliaments. Not all parliamentary data provides both labels. Some
countries do not have the opposition–governing party distinction, and for the
Galician parliament, the number and distribution of orientation labels did not
result in a test set that was large enough. Figure 2 shows the training set sizes
for each parliament. The test set size for all parliaments is approximately 2000
speeches. We do not provide a validation set. We provide further details on the
data set and the sampling procedure in a separate publication [11].13

In addition ot the original speech transcripts and labels, we also provide
automatic English translations, an anonymized speaker ID and the speaker’s sex
in the data for both tasks. Except the speaker ID, which is not in the test sets.

Both data sets exhibit a mild class and text length imbalance between par-
liaments. The data set’s size was a technical challenge for some participants.
The average text length is approximately 600 space-separated tokens, which is
larger than the maximum accepted by many of the pretrained language models.
Moreover, the data set is also large overall (more than 3GB uncompressed).

5.3 Participant Approaches

In 2024, 9 teams participated in this task and submitted 52 runs. We added
a baseline for comparison. Unlike the ValueEval task, where pretrained lan-
guage models were the dominant classifiers, for this task many participants pre-
ferred traditional, ‘computationally light’ approaches. A possible reason may be
the large text size which is more costly to process with larger systems. Most
teams, even the teams that used language models with large context sizes, trun-
cated the texts to alleviate computational requirements. Some of the interesting
improvements include ensemble of classifiers, data augmentation through back-
translation and synonym replacement, multi-task learning, additional features,
such as sentiment scores, and the use of domain-specific models.

Baselines. We provided only a single logistic regression baseline with tf-idf
weighted character n-grams. The baseline is intentionally kept simple to encour-
age participation by early researchers, and reduce the computation requirements.

Team Policy Parsing Panthers [54]. The team did a set of experiments with
original transcripts and their English translations, using various deep pretrained
models, including BERT [14], mBERT [14], RoBERTa [46], XLM-RoBERTa [12],

13 Training and test data are available at https://zenodo.org/doi/10.5281/zenodo.
10450640, and https://zenodo.org/doi/10.5281/zenodo.11061649 respectively.

https://zenodo.org/doi/10.5281/zenodo.10450640
https://zenodo.org/doi/10.5281/zenodo.10450640
https://zenodo.org/doi/10.5281/zenodo.11061649
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DeBERTa-v3 [32] Gemma [47] and ensembles of these models. This team presents
an extensive set of approaches, and their analyses. A few interesting approaches
worth mentioning in this short summary includes (1) Data augmentation and
balancing through back-translation, (2) experiments with additional metadata,
(3) multi-task learning, (4) the use of automatically obtained polarity labels, and
increasing the number of instances in the training set of the orientation subtask
by using the matching speaker IDs in the power dataset. This team participated
in both subtasks for all parliaments.

Team Trojan Horses [48]. The team experimented with improving the logistic
regression baseline, as well as fine-tuning BERT. They used the English trans-
lations and participated in both subtasks for the majority of the parliaments.

Team Pixel Phantoms [31]. The team experimented with some of the traditional
classifiers (SVMs, logistic regression and decision trees) using the English trans-
lations provided. As well as tf-idf weighted features, they also extracted text
embeddings from DistilBERT [63], through Sentence BERT [60]. They partici-
pated in both subtasks for the majority of the parliaments.

Team Ssnites [73]. The team fine-tuned BERT for the majority of parliaments
and both subtasks. They relied on the English translations provided, and par-
ticipated in both subtasks for the majority of the parliaments.

Team Hale Lab [68]. After some initial experiments with BERT, the team used
a variety of classification methods including simple feed-forward networks, and
LSTMs. The features for the models were either bag-of-words features weighted
with tf-idf, or the multilingual LASER [6] embeddings. They used the original
(untranslated) data, using various libraries for tokenization and preprocessing,
and participated in both subtasks for the majority of the parliaments.

Team Vayam Solve Kurmaha [69]. This team also experimented with multi-
ple traditional classification methods (SVM, kNN, random forests) and their
ensembles, using the English translations. The team also used data augmenta-
tion through synonym replacement. They participated in both subtasks for the
majority of the parliaments.

Team Gerber [26]. The team used a convolutional neural network (CNN) for
the task without any pretrained embeddings. They used the original transcripts
only, and participated in both subtasks for the majority of the parliaments.

Team JU_NLP_DID [36]. The team used SVM classifiers with tf-idf features,
participating in both subtasks for the majority of the parliaments. They also
make use of automatic sentiment labels as an additional feature.

Team INSA Passau [4]. The team also experimented with multiple approaches,
where some of their submissions were focused on orientation identification and
a smaller number of parliaments. The methods used included training SVMs,
fine-tuning BERT-based models (pre)trained on legal documents [9,79] and fine-
tuning and zero- and few-shot prompting the Llama [72] version 3 models with
varying sizes (which were released during while the shared task was running).
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Table 4. F1-scores of the best submissions per team (as measured by overall F1-score)
on ideology identification task. Baseline scores are shown in gray.
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Policy Parsing Panthers 79 77 51 71 77 63 84 64 94 80 98 77 75 92 89 65 87 71 77 67 71 82 88 95 79 95 78 93 83
gerber 63 60 45 54 62 52 56 00 77 66 76 54 58 76 72 51 69 00 60 49 59 00 72 69 64 00 58 84 73
HALE Lab 61 56 44 59 60 52 56 52 76 69 84 52 48 74 71 43 67 57 60 49 53 61 62 67 55 77 49 83 60
Pixel Phantoms 59 58 49 56 56 47 56 54 72 64 75 59 58 72 71 55 68 57 57 54 60 54 59 54 51 61 47 78 56
Ssnites 59 50 53 55 53 50 61 52 61 58 64 55 56 64 59 53 60 58 53 51 56 66 71 64 64 75 58 79 53
Trojan Horses 59 61 25 57 61 51 60 57 72 67 00 33 60 73 74 53 71 55 66 00 60 61 68 63 00 74 00 80 68
INSA Passau 59 60 53 54 61 47 57 53 63 61 66 34 58 69 59 56 66 56 56 54 56 58 69 55 61 66 51 80 62
JU_NLP_DID 57 53 42 42 55 51 60 57 69 57 70 00 50 71 63 43 60 55 61 47 56 59 51 67 48 73 46 77 57
Baseline 56 52 42 45 53 52 56 47 72 65 67 54 43 74 74 43 57 39 56 45 51 62 46 63 53 75 39 84 58

5.4 Task Evaluation

We use macro-averaged F1-score as the main evaluation metric for both subtasks.
Similar to the ValueEval task, the participants were encouraged to submit con-
fidence scores, where a score over 0.5 is interpreted as class 1 and otherwise 0.

Table 4 and Table 5 present the overall best-performing approaches per team
for the ideology and power subtasks respectively. The best scores for both tasks
are from the team Policy Parsing Panthers. The team used an ensemble of multi-
ple models, with multiple improvements including data augmentation and multi-
task learning. Results on the tables do not include approaches that were focused
on only one or a small number of parliaments. A noteworthy focused submission
for only GB and ideology subtask by the team INSA Passau based on fine-
tuning the most recent Llama 3 model achieved the second-best result for this
parliament. Although the results on both tasks are higher than the baseline we
provided, the variation in the scores indicate that there is quite some room for
improvement for each of the approaches.

We also observe that, as formulated in this task, identifying orientation is
slightly more difficult than identifying power. The overall success of the systems
on a particular parliament depends on, among others, size and class distribution
of the training data, and composition of the parliament. For example, we observe
a general trend (with some exceptions) that for parliaments with few or no
government and opposition role changes in the data (e.g., HU, PL, and TR) the
roles are easier to predict than for parliaments with more varied composition
and more role changes (e.g., AT, BA, and UA).
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Table 5. F1-scores of the best submissions per team (as measured by overall F1-score)
on power identification task for each parliament. Baseline scores are shown in gray.
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Policy Parsing Panthers 83 88 56 74 81 78 87 88 91 98 90 80 82 83 95 75 97 78 75 74 90 85 84 81 94 65
HALE Lab 70 69 46 61 68 69 70 65 85 88 78 65 67 75 82 68 88 69 62 64 78 65 69 61 84 49
Trojan Horses 69 72 57 63 67 63 68 69 82 85 74 39 66 72 83 67 86 72 64 64 74 65 75 62 83 56
gerber 68 68 51 60 66 64 63 72 80 86 74 60 71 72 68 63 87 52 63 64 77 66 73 58 84 48
Vayam Solve Kurmaha 68 48 48 65 69 68 69 72 83 87 76 35 66 47 85 67 88 72 62 68 75 67 75 63 85 48
Pixel Phantoms 66 70 50 59 63 65 69 65 64 77 69 61 64 73 72 57 80 69 58 62 70 66 69 60 80 52
Baseline 64 66 45 61 68 64 56 65 78 83 71 56 66 71 63 60 86 43 51 62 76 62 65 53 83 46
JU_NLP_DID 63 68 47 55 58 57 67 60 78 55 72 00 59 00 77 65 83 71 47 63 70 63 54 56 78 43
INSA Passau 62 67 45 60 66 65 54 65 00 00 00 56 66 72 56 61 85 45 52 64 77 62 63 54 84 47
Ssnites 60 66 45 58 60 61 61 62 58 62 60 60 65 60 69 65 79 62 54 57 62 58 60 57 61 46

6 Task 3: Image Retrieval/Generation for Arguments
(joint Task with ImageCLEF)

Images provide powerful visual communication, are usually perceived before text
is read, and can appeal directly to our emotions. The goal of this task is to
find images that convey premises. The proper use of an image can increase the
persuasiveness of an argument. In this regard, images can increase the pathos
[59], which is the effect an argument has on its audience.

6.1 Task Definition

This observation leads to our task, in which participants are asked to find images
based on an argument that help to convey the premise of the argument. In this
context, “convey” is meant in broad terms; it can represent what is described in
the argument, but it can also show a generalization (e.g., a symbolic image that
illustrates a related abstract concept) or a specialization (e.g., a concrete exam-
ple). There is a difference between verbal language and images. Verbal language
provides clear but limited information, while images provide more information
than written words, but are not as precise [39]. Therefore, images alone can be
ambiguous and difficult to understand without context, e.g. when they refer to
symbolism. For this reason, we offer the option of submitting a rationale together
with the image. The rationale is an explanatory statement that assists in under-
standing the picture. For example, it can be a caption or contextual information
about the image. The image and the rationale are evaluated together to see how
this combination conveys the premise. Participants can choose to use a retrieval
approach, where they submit images from a provided dataset, or a generation-
based approach, where suitable images can be generated using a model of their
choice. In each submission, a participant can submit up to 10 images in a ranking
order for an argument.
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Fig. 3. Example argument from the data set. The argument consists of an id, a premise
and a claim. We also indicate the topic of the argument, as well as the argument’s
stance on the topic. The type element indicates that the arguments relies on anecdotal
evidence. Only arguments of this type are used in our dataset.

6.2 Data Description

For the task we prepared a dataset14 containing 136 arguments and over 9000
images. The arguments were generated with GPT-4 [2] and correspond to 24
topics. The topics were taken from various IBM datasets15 and previous Touché
Shared Tasks16. Each generated argument consists of a premise and a claim, and
can take a pro or con stance on the topic. An example of an argument can be seen
in Fig. 3. Each of the images in the dataset is tagged with additional information,
such as the URL and content of the corresponding website. In addition, we have
provided an analysis of each image using the Google Cloud Vision API, as well
as an automatically generated caption using LLaVA [44].

6.3 Participant Approaches

In 2024, 2 teams participated in this task and submitted 8 runs. All teams chose
the retrieval-approach. Moreover, we added 2 baseline runs for comparison.

Baselines. The first baseline is BM25, where the corresponding documents are
the image captions from the data set and the query is the premise of the argu-
ment. In the second baseline, keywords are first extracted from the image cap-
tions. Then embeddings for the premise of an argument and the keywords are
generated with SBERT [60]. A corresponding relevance score is calculated based
on the cosine similarity between the embeddings and averaging them. The most
relevant images are selected for submission.

14 https://zenodo.org/records/11045831.
15 https://research.ibm.com/haifa/dept/vst/debating_data.shtml.
16 https://touche.webis.de/shared-tasks.html.

https://zenodo.org/records/11045831
https://research.ibm.com/haifa/dept/vst/debating_data.shtml
https://touche.webis.de/shared-tasks.html
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DS@GT [53]. The team uses CLIP [58] to embed each argument and each image
in a common embedding space. The first approach ranks images by cosine simi-
larity of the embeddings. The second approach compares for each argument the
40 highest ranked images to images that are generated to support or attack the
argument. The most similar images are submitted.

HTW-DIL [33]. The team has chosen an approach inspired by DPR [35]. It
applies a fine-tuned multimodal Moondream model based on the Phi 1.5 LLM
[43] and uses SigLIP [78] for its vision capabilities. To generate synthetic training
data, the team uses GPT-4 to generate arguments from the available image/web
page data. Combinations of positive and negative argument-image pairs are used
for training. The results are obtained by maximising the cosine similarity for
argument and image embeddings.

6.4 Task Evaluation

For each argument and each submission, the best 5 images together with the
rationales are evaluated by a human expert. This expert knows neither the rank
of the image nor the team that submitted it. To facilitate the annotation, we
prepared a narrative for each argument that describes what a conveying image
should generally show. Therefore, each combination of image, argument and
rationale is rated on a three-point Likert scale from 0 to 2, where 0 means that
the image does not convey the premise at all, 1 stands for partial conveyance
and 2 means that the image conveys the premise completely. For seven topics,
only very few relevant images could be submitted by the participating teams,
so we removed these topics, resulting in a total number of 104 arguments for
the evaluation. For each submission, we first calculated the NDCG score for
each argument. For the required IDCG, we have considered all submitted image,
argument and justification triples submitted for the corresponding argument.
The final score of a submission is the average of all NDCG scores for all argu-
ments. The results of the shared task can be seen in Table 6. To conclude, it can
be said that the relevance of an image is often determined by implicit assump-
tions and is subject to interpretation. Therefore, the identification of conveying
images is still a very challenging task.

7 Conclusion

The fifth edition of the Touché lab on argumentation systems featured three
tasks: (1) Human Value Detection, (2) Ideology and Power Identification in
Parliamentary Debates, and (3) Image Retrieval/Generation for Arguments. In
contrast to previous years, the focus this year was more on classification than
retrieval tasks. Furthermore, two of the three tasks were multilingual, although
automatic English transcriptions were provided to facilitate participation. We
expanded the scope of Touché with the new tasks on human values and political
power and orientation. In addition, we methodically extended the retrieval task
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Table 6. NDCG values for the top 5, top 3, and most relevant image(s). The approach-
esare sorted according to the NDCG@5 score.

Rank Team Approach NDCG@5 NDCG@3 NDCG@1

1 HTW-DIL Ada-Summary 0.428 0.409 0.404

2 HTW-DIL Moondream-Text 0.363 0.355 0.356

3 HTW-DIL Moondream-Default-Image-Text 0.293 0.302 0.317

4 Baseline BM25 0.284 0.273 0.293

5 Baseline SBERT 0.232 0.225 0.221

6 DS@GT Generated-Image-Clip 0.180 0.178 0.197

7 HTW-DIL Moondream-Image-Text-EP3 0.150 0.163 0.183

8 HTW-DIL Moondream-Image 0.146 0.155 0.178

9 DS@GT Base-Clip-Submission 0.123 0.111 0.106

10 HTW-DIL Moondream-Image-Text 0.120 0.140 0.178

by allowing participants to generate images instead of retrieving them. Unfortu-
nately, no team submitted generated images in the end.

Of the 68 registered teams, 20 participated in the tasks and submitted a total
of 81 runs. Participants mainly used classification architectures, with BERT and
variants still very dominant, although more classical machine learning models
were also used in the Ideology and Power Identification in Parliamentary Debates
task. Generative models, on the other hand, were rarely used. Although the
Image Retrieval/Generation for Arguments task changed to seeking images for
a specific argument rather than a topic, the approaches submitted were similar
to previous years. They embedded the images from the collection and then used
the similarity to the query for ranking, either by embedding the query directly
or generating images for the query and embedding those.

We plan to continue Touché as a collaborative platform for researchers in
argumentation systems. All Touché resources are freely available, including top-
ics, manual relevance, argument quality, and stance judgments, and submit-
ted runs from participating teams. These resources and other events such as
workshops will help to further foster the community working on argumentation
systems.
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Ksiżniak, Ewelina I-139

L
Larcher, Théo II-183
Leblanc, Cesar II-183
Lecouteux, Benjamin II-140
Li, Chengkai II-28
Liakata, Maria II-208
Lima-López, Salvador II-3
Livraga, Giovanni I-88
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